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PREFACE 

The origins of the seminar “Recent Trends in Charged Particle Optics and Surface Physics 
Instrumentation” date back into the eighties, when as a part of the isolated “Eastern Bloc”, we 
were short of English-language books, papers and conferences. The only bright spot was the 
regular visit of Prof. Tom Mulvey from the University of Aston in Birmingham, who each 
year spent one month at our Electron Optics Department. It was a great occasion for us to 
discuss things in English and to learn electron optics and microscopy news from around the 
world.  

In 1989, just before the Iron Curtain fell, we decided to invite more scientists from the West. 
It was very encouraging for us that all five world-renowned specialists in electron and ion 
microscopy and lithography accepted our invitation. In September 1989, they met at our 
Institute at what became the first in a long-standing series of international Seminars. In 1990, 
at the second Seminar, there were as many as 30 participants from 5 countries. The third 
Seminar in 1992 was moved to hotel Skalský dv r in the Bohemian-Moravian Highlands 
where it has been held as a biannual meeting ever since. 

Every two years, we, the organisers, keep asking ourselves the same question: whether we 
should organise the next Seminar. One cannot overlook one fact about scientific congresses 
and conferences - there seems to be an increasing number of them, and they take place at very 
attractive locations. We can’t help being a bit apprehensive about whether this trend is going 
to reflect on our Seminar as well. But when looking at the list of participants, one can be 
happy at having the opportunity to be here. 

The Seminar takes place in a secluded lakeside hotel surrounded by beautiful nature and calm 
forests, so all participants have a great possibility to see each other every day and to discuss 
their topics of interest in more detail. This is a great advantage compared to the huge bustling 
conferences with their many parallel sections, which are a lively celebration of science but 
sometimes it is difficult to meet there the person with whom you want to discuss a particular 
scientific topic in more detail. 

From the very beginning, the Seminar has been conceived as a meeting devoted more to 
asking questions not answered yet, than to reporting results. This spirit is usually less present 
in the introductory presentations and posters but is dominant in the following discussions. 

I would like to thank in advance to all who contributed to the 15th Seminar in any respect. 

Have an enjoyable and scientifically fruitful stay at the hotel Skalský dv r. 

 

Ilona Müllerová 
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VERY LOW ENERGY STEM / TOF SYSTEM 
 
B. Daniel*, T. Radli ka, J. Pi os, L. Frank and I. Müllerová 
 
Institute of Scientific Instruments of the CAS, v.v.i., Královopolská 147, 61264 Brno, Czech 
Republic 
*e-mail: bdaniel@isibrno.cz 

Scanning low energy electron microscopes (SLEEMs) have been built at ISI for over 20 
years, either by modification of commercially available SEMs with a cathode lens or 
completely self-built in case of a dedicated ultra-high vacuum scanning low energy electron 
microscope (UHV SLEEM) [1]. Recently, the range of detection methods has been extended 
by a detector for electrons transmitted through ultrathin films and 2D crystals like graphene 
[2]. For a better understanding of interaction between low energy electrons and solids in 
general, and the image contrast mechanism in particular, it was considered useful to measure 
the energy of transmitted electrons. This allows a better comparison with simulations, which 
suffer from increasing complexity due to a stronger interaction of electrons with the density of 
states at low energies. 

The energy analysis will be done by time-of-flight (TOF) measurements in an UHV SLEEM 
(drawing of the setup in Fig. 1) with a primary electron beam energy of 5 keV and a cathode 
lens assembly for beam deceleration to arbitrarily low landing energies. Multiple detectors 
will be integrated in the system, similar to the aforementioned existing UHV SLEEM [2]: a 
disk-shaped YAG scintillator with 300 micron coaxial bore for detection of off-axis 
backscattered electrons, a MEDIPIX position sensitive detector intended for electrons 
escaping through the scintillator’s central bore with possible deflection of this flux to an 
integral scintillator detector, and a retractable scintillator detector for total current of 
transmitted electrons to be used interchangeably with another MEDIPIX detector for 
acquisition of the angular distribution of the transmitted electrons and with the TOF 
spectrometer. 

The TOF system visible in the lower part of Fig. 1 consists of a 700 mm drift tube with a 
focusing lens to increase the acceptance angle up to 20° and an electron detector. The detector 
itself has a mesh in front of it to prevent its bias voltage from altering the electric field in the 
drift tube. It is a commercially available assembly by RoentDek that consists of an MCP stack 
with 40 mm active diameter and a metal plate anode with corresponding mounting. A time-to-
digital converter (TDC) and other necessary electronics for data acquisition will also be 
provided by RoentDek. While the TDC has the drawback of about 10 ns dead time when 
compared to an ADC, data acquisition and analysis is much simpler. With an expectation of 
less than one electron per pulse, dead time will only rarely lead to loss of signal. 

Pulsing will be done by beam deflection using the centering deflector in the condenser of the 
electron gun. When centered, the beam passes through a narrow slit, otherwise it is blocked. 
While with this method the pulse duration is nowhere near pulsed laser triggered 
photoemission sources, pulses of 1 ns length are expected. This range is similar to the time 
resolution expected from the detector, and similar to the time of flight spread due to variation 
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of possible flight lengths of deflected electrons collected by the focusing lens. For achieving 
the desired resolution of at least 1 eV, the TOF analyser will be mostly used with very low 
energy electrons below 50 eV. At even lower energies the resolution is improved, but still 
limited by the source spread of 0.5 eV. 

The device is projected as a completely bakeable UHV one with expected working pressure in 
the order of 10-10 mbar. At present the vacuum chambers are being assembled and tested, the 
electron column is already in operation in a testing apparatus and the setup of detectors is 
partly ready for installation and partly designed and by stages manufactured. [3]. 

 

 
Figure 1 Drawing of the UHV setup with 3D view in the bottom right corner. 

 
References: 
[1] Müllerová I. and Frank L., Adv. Imaging Electron Phys. 128 (2003), p. 309-443.  
[2] Müllerová I., Hovorka M., Hanzlíková R. and Frank L., Material Transactions 51 (2010), 
p. 265-270. 
[3] The research was supported by SIMDALEE2 (Marie Curie FP7-PEOPLE-2013-ITN Grant 
# 606988) and CAS (RVO:68081731). 
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USING LONGITUDINAL LINEAR FIELD TO IMPROVE THE FOCUSING 
PROPERTIES OF QUADRUPOLE LENSES IN THE AREA OF FRINGING FIELDS 
 
V.S. Gurov, M.V. Dubkov, V.V. Ivanov 

Ion-optical systems on the basis of quadrupole lenses possess mapping properties. Independently 
on a value of initial phases of ion input to the radio-frequency field of such lens through the time 
equal to a half-period of secular oscillations of these ions, their coordinates and velocities in the 
plane perpendicular to the system longitudinal axis (z–axis) are repeated up to sign. For ions with 
chosen mass-to-charge ratio it is possible to ensure a half-period multiplicity of their secular 
oscillations at transverse coordinates x and y by setting parameters of radio-frequency voltage 
under known system geometrical dimensions. It is possible to carry out an accurate transfer of 
ions from input to output of the electrode system (analyzer) by matching selected ion transmit 
time through the quadrupole lens with a period of their secular oscillations. It allows receiving 
the transmission of ion flows close to 100% and controlled ion velocity spread in the transverse 
direction at output of an analyzer. The latest fact is significant because it allows effectively using 
an output flow of ions in future: for example, in tandem mass-spectrometry. Selectivity of ions at 
the output relative to mass-to-charge can be provided by inputting the ion flow at the angle to the 
longitudinal axis of an analyzer. Besides, ions with other mass-to-charge value than the selected 
ones will be sorted out both at the expense of large values of ions secular periods of oscillations 
at transverse x- or y-coordinates and at the expense of greater amplitudes of oscillations at this 
coordinate. 

One of the main issues of the described method is a presence of fringing fields in the system. The 
analysis has shown that input fringing field is a reason of significant growth of oscillation 
amplitudes at the transverse coordinate. Output area deteriorates a field in the area of ion flow 
output by decreasing a transmission coefficient and increasing ion velocity spread in the 
transverse direction. 

For this issue solution, we suggest to form a longitudinal (along z–axis) uniform electrical field 
in the area of fringing fields along with a quadrupole transverse field. Such field can be 
described by the following relation: 

2 2( , , ) x yx y z b x b y czϕ = + + ,                                        (1) 

where xb , yb , c  – coefficients determined at the level of Laplace's equation and boundary 
conditions. 

Result of the relation (1) analysis is a system of equations describing surfaces of the electrode 
system named as a quadrupole cell with longitudinal field: 
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where l  – a length of such cell, 0
al

a

yK
y

= , ay  and aly  – characteristic analyzer 

dimensions under 0z =  and z l=  correspondingly.  

On basis of the electrode system described by relation (2), separate modular constructions can be 
formed for input of ion flows into quadrupole lenses and output from them (fig. 1). Such system 
has a range of advantages. Firstly, it increases a quality of the fringing field retaining a 
distribution square-law characteristic of its potential in the analyzer transverse direction. It 
allows realizing one more of the quadrupole lens advantages – independence of ion motion along
x -, y - and z - coordinates. And secondly, such system allows determining a fringing field 
length by choosing a coefficient value 0K decreasing its negative influence. 

Results of the executed comparative numerical simulation have shown that application of the 
suggested system allows twice decreasing a length of the fringing fields and more in comparison 
with a fringing field formed under presence of plane diaphragms that leads to a significant 
decrease of ion loss caused by uncontrolled growth of their oscillation amplitude at the 
transverse coordinate in the present field. 

 

 
 
 
 

 

Figure 1 
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TREATMENT OF SURFACES WITH SLOW ELECTRONS 
 
L. Frank* and E. Mikmeková 
 
Institute of Scientific Instruments of the CAS, Královopolská 147, 61264 Brno, Czech 
Republic 
*e-mail: ludek@isibrno.cz 

Historically, the most annoying obstacle to acquiring SEM micrographs, in particular higher 
magnification micrographs taken with the ambition of resolving the finest observable details, 
may be said to be carbonaceous contamination “highlighting” the previous field of view with 
a black rectangle contoured by an even darker frame. This contamination is generated by 
decomposition of adsorbed hydrocarbon molecules with incident electrons leaving a cross-
linked layer of carbon atoms as a surface coating. The darker contours come from high 
surface mobility of hydrocarbon molecules from outside the field [1]. The situation has been 
improved in recent decades by a lower pressure and dryer vacuum in specimen chambers, but 
even under ultrahigh vacuum (UHV) conditions the phenomenon occurs due to hydrocarbon 
molecules deposited on the specimen when loaded. Therefore, only in-situ cleaning with an 
attachment producing an ion beam solves this problem in UHV, while some plasma cleaners 
have also started appearing in standard-vacuum SEM chambers. The goal of complete 
removal of hydrocarbons is motivated by the supposed unavoidability of their decomposition 
with primary electrons. However, we have found hydrocarbon molecules being released, 
rather than their decomposition, when the energy of the impinging electrons drops beneath 50 
eV or so. 

The removal of the adsorbed molecules is a kind of radiation damage that has to be stopped 
before the sample itself is affected, but monitoring of this phase requires imaging the surface 
at a low energy of electrons. This is available in a SEM [2] or even STEM [3] equipped with a 
cathode lens. We have chosen single-layer graphene observed in the STEM mode as an 
optimum specimen for these experiments. Removal of adsorbents is demonstrated by 
progressively increased transmissivity of slow electrons accompanied by their decreasing 
reflectivity (Fig. 1). The possibilities for undesirable damage of an already cleaned sample are 
restricted here only to perforation of the sample (Fig. 2) that cannot be overlooked. 

We have carefully examined the dependence of the phenomenon on the energy of the 
bombarding/imaging electrons and their dose and current. While under UHV conditions the 
cleaning effect is simply enhanced when decreasing the electron energy, under standard 
vacuum conditions we observe contaminated frames the darkness of which intensifies down 
to around 200 eV. Below this threshold the contamination weakens, and below around 100 eV 
it switches to removal of the transmissivity reducing layers (Fig. 2) [4] provided the sample 
has been heated before loading. The cleaning effect culminates at around 50 eV, though it is 
preserved down to tens of eV. In addition to the dose dependence, at certain energies of 
incident electrons some effects are also observed in dependence on the beam current, 
specimen bias, etc. (Fig. 3). 
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The possibility of removing the hydrocarbon molecules in-situ even under standard vacuum 
conditions may pave the way to the performance of some surface-sensitive studies under less 
strictly limited vacuum conditions [5]. 

 
Figure 1 Prolonged exposition of marked areas with 30 eV electrons: image in transmitted (a) 
and reflected (b) electrons at 30 eV of suspended graphene on lacey carbon, reflected electron 
image at 3 eV of CVD graphene on Cu (c). 

Figure 2 Hole drilled into graphene with 0.8 nA of 500 eV electrons in a dose of 10 Ccm-2 
(a), energy dependence of the influence of electron impact on suspended graphene (b). 

 
Figure 3 Changes in transmissivity of suspended graphene for 100 eV electrons induced by 
25 pA (a) and 0.8 nA (b) incident currents, and by 15 mCcm-2 dose of 50 eV electrons 
delivered by various currents (c). 
 
References:  
[1]  Reimer L., Scanning electron microscopy, Springer 1998, Sect. 3.5.4. 
[2]  Müllerová I. and Frank L., Adv. in Imaging and Electron Phys. 128 (2003), p. 309-443. 
[3]  Müllerová I., Hovorka M. and Frank L., Ultramicroscopy 119 (2012), p. 78-81. 
[4]  Mikmeková E., Frank L., Müllerová I., Li B.W., Ruoff R.S. and Lejeune M., Diamond & 

Rel. Mater. 63 (2016), p. 136-142.  
[5] The research was supported by TACR (TE01020118) and MEYS CR (LO1212), its 

infrastructure by EC (CZ.1.05/2.1.00/01.0017) and CAS (RVO:68081731). 
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ION COLLECTION SYSTEM FOR SIMS 

V.S. Gurov*, . . Trubitsyn, .Yu. Grachev 

Ryazan State Radio Engineering University, 390005 Ryazan, Gagarina st. 59/1 

*e-mail: gurovvs@mail.ru 

Acquisition of high analytical characteristics of devices for the substance analysis by SIMS 
methods is only possible under optimal matching of a charged particle source and mass 
spectrometer analyzer. Mass-analyzers of the time-of-flight type and quadrupole systems 
applied in SIMS require monoenergetic and weakly diverging ion fluxes at the input to 
support normal operation. So a system of the ion flux formation should provide:  

- collection of charged particles from the large solid angle; 
- selection of charged particles according to energies; 
- optimal focusing of  charged particles on input of the used mass-analyzer; 
- optical isolation of areas where secondary ions are formed and their registration to 

improve a signal-to-noise ratio. 

Various systems such as simple diaphragms and systems of the “spherical diode” type and 
devices including known types of energy-analyzers are used to succeed in stated objectives 
[1]. However, mentioned systems have a low coefficient of the particle collection, low quality 
of the energy selection, complicated acquisition of a weakly diverging cylindric flux of 
charged particles at the output for their optimal injection into the mass spectrometer analyzer. 

Two-stage systems suggested by authors of the paper are more effective for the ion flux 
formation. Such systems use axisymmetric cone and hyperbolic electrodes. The first system 
stage forms specified energetic parameters of the charged particle flux and the second one 
ensures an acquisition of required geometrical characteristics. 

Calculation of the first stage parameters has been carried out primarily for calculation of 
suggested systems: geometry factor, distance to a source, energy factor, width of the output 
selection slit. Obtained results have been used for calculation of the second stage by 
numerical methods.  

Authors have carried out a calculation and design of the two-stage system containing the 
following basic units: input conical system, first lens composed of a ring hyperbolic electrode 
and two end cone electrodes, second lens composed of a ring hyperbolic electrode and two 
end hyperbolic electrodes. The whole system is installed into the electrostatic screen. 

Suggested system of the ion flux formation has the following design parameters: 
− ion collection coefficient − 4 %; 
− resolution capability according to energies − 15 at the level 0.5; 
− diameter of the output ion flux − 0,2ra, where ra − an internal radius of the lens ring 

electrode, 
− angular flux divergence − 10°, 
− diameter of the collection system− not more than 90 mm, 



Recent Trends 2016 13

− distance from the system input to the ion source − not more than 20 mm, 
− ratio of the ion energy to the first lens ring electrode potential (coupling coefficient) – 1.4 

Design represented in Fig.1 has been constructed for the experimental evaluation of formation 
system parameters. Dimensions of the whole device do not exceed 62×84 mm. 

 
 

Figure 1 Image of the collection system. 
 

Experimentally found values of the resolution capability and coupling coefficient have been 
equal to R0,5=15 and k =1,39 that corresponds to calculated values. Comparison of the energy 
peak design form with experimentally obtained one has shown its good qualitative 
coincidence. 

 
References: 
[1] Victor S. Gurov, Arman O. Saulebekov, Andrey A. Trubitsyn. Analytical, Approximate-
Analytical and Numerical Methods in the Design of Energy Analyzers. In P.W. Hawkes (Ed.), 
Advances in Imaging and Electron Physics: Vol. 192. – 2015.- London: Academic Press, 
209 p. 
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TOWARDS UNDERSTANDING OF CHARGING EFFECTS OF THIN-FILM PHASE 
PLATES 
 
R. Janzen1*, J. Schundelmeier1, S. Hettler1, M. Dries1 and D. Gerthsen1 
 
1Laboratory for Electron Microscopy, KIT, Engesserstraße 7, 76131 Karlsruhe, Germany 
*e-mail: info@dr-janzen.de 

In the past few years, physical phase plates (PP) have become a viable tool to enhance the 
contrast of weak-phase objects in transmission electron microscopy (TEM). Here we focus on 
thin-film PPs where the mean inner potential is exploited to impose a phase shift on electrons 
propagating through the PP [1]. The application of thin-film PPs is hampered by deviations of 
the phase shift from its desired value which occur due to charging of the thin film. Our 
experimental approach to overcome charging of thin-film PPs was using the metallic glass 
alloy Pd77.5Cu6.0Si16.5 (PCS) with a high specific conductivity of 1.18*106 S/m [2] as PP 
material. However, Hilbert PPs fabricated from thin PCS films nevertheless show pronounced 
distortions of the Thon-ring system during illumination with 200 keV electrons. These 
observations initiated the development of a theoretical model to obtain an improved 
understanding of charging, which is presented in this work.  

Charging is described by assuming a charge-dipole layer to be present at the PP. A possible 
source for such a dipole layer could be an insulating contamination layer on top of the PCS 
film in the illuminated PP region which could capture and fix low-energy secondary electrons 
generated by the primary electrons in the PCS film. Together with its positive mirror charge 
in the grounded electrically conducting PCS film this fixed charge would form a dipole layer. 
The dipole strength is assumed to be proportional to the current density distribution in the 
back focal plane which can be qualitatively obtained from a diffraction pattern. The 
proportionality factor for the dipole strength is a fit parameter denoted as phase mask 
amplitude in the following.  

As a test of our model we compare power spectra obtained from an experimental image of an 
amorphous carbon (aC) thin-film test object with a simulation based on our model. The 
experimental reference image was obtained by using a PCS film-based Hilbert PP installed in 
the back focal plane of a Philips CM 200 FEG/ST transmission electron microscope. In the 
simulation we assume the Hilbert PP to be illuminated by the current density distribution 
given by the diffraction pattern and calculate the phase shift in the back focal plane. The 
resulting dipole strength distribution is then fed into an image simulation procedure which 
yields simulated power spectra as a function of the phase mask amplitude. The latter is 
optimized by a comparison with the experimental reference. The experimental reference and 
calculated power spectra are compared pixel by pixel. The sum of all pixel comparisons 
belonging to one pair of power spectra serves as measure of agreement, which is plotted for 
different phase mask amplitudes in Figure 1 for the region below the cut-on frequency. Best 
agreement of almost 75% is obtained. This is remarkable taking into account that 
experimental and simulated spectra (based on noisy input for the illumination data) contain 
noise. 
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Figure 2 shows a montage of a simulated and experimental power spectrum. Two regions, 
below and above the cut-on frequency, can be distinguished in the power spectra. The cut-on 
frequency is given by the distance between the PP edge and the zero-order beam and is 
marked by vertical white lines. Note the good agreement between experimental and simulated 
spectra, especially below the cut-on frequency. 

Overall our method seems to be a promising approach to analyze and explain phase shift 
distortions due to charging in thin-film PP applications. 

Figure 1 Agreement between experi-
mental and simulated power spectra 
for spatial frequencies below the cut-
on frequency as a function of the fit 
parameter (phase mask amplitude). 
Best agreement of almost 75% is 
obtained. This is remarkable taking 
into account that experimental and 
simulated spectra (based on noisy 
input for the illumination data) contain 
noise. 

 
 

Figure 2 Montage of an experi-
mental power spectrum of an aC 
test object and a simulated power 
spectrum. The white lines mark the 
cut-on frequency of the Hilbert PP 
which is determined by the distance 
between the zero-order beam and 
the edge of the PP.  The comple-
mentary behavior of the Thon-rings 
below and above the cut-on fre-
quency demonstrates the desired 
phase-shifting properties of the 
Hilbert PP. 
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FURTHER DEVELOPMENTS IN RADIAL MIRROR ENERGY ANALYZER 
DESIGN 
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This paper will report some recent developments of two radial mirror energy analyzers that 
were designed as add-on attachments for focused electron beam instruments, the wide-band 
multi-channel Parallel Radial Mirror Analyzer (PRMA) [1], and the sequential Radial Mirror 
analyzer (RMA) [2]. Both these analyzer designs combine second-order focusing properties 
with 2  detection, and are predicted to have significant energy resolution-transmittance 
advantages over previous energy analyzer designs. 

Further experiments on a PRMA prototype attachment inside a Scanning Electron 
Microscope (SEM) were carried out, as shown in Fig. 1a, beyond the preliminary results 
reported so far [3]. They indicate that correct alignment of the primary beam to the analyzer’s 
axis of symmetry is important. Significant improvement in the shape of experimental 
secondary electron (SE) analyzer signals were obtained when the position of the primary on 
the specimen was varied. The PRMA was run in sequential mode with a single detector, and 
at first, the SE analyzer signals appeared much broader than expected. However, by varying 
the position of the primary beam on the specimen, SE analyzer signals very similar to those 
previously obtained by a second-order focusing toroidal energy analyzer were obtained where 
negative voltages were applied to the specimen [4]. These results are shown in Fig. 1b.  A 
simulation study using Lorentz 3EM was also performed, showing that a misalignment of 0.5 
mm along the direction perpendicular to the symmetry plane degraded the resolution by a 
factor of 2.24.  

 
 

 
 
 
 
 
 
 
 
Figure 1 (a) Schematic of the experimental setup. (b) Experimental SE Spectra measured at 
different specimen bias voltages.  
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For the RMA design, the effect of a non-ideal entrance grid on the analyzer’s predicted 
energy resolution was simulated.  A simple grid model was used (Figure 2) consisting of 
metal radial wires that appear to radiate out from the rotationally symmetric axis of the 
analyzer. Direct ray tracing was carried using the 3D version of Lorentz program [4]. Fringe 
electric fields in the space between the grid radial wires were found to both cause a shift in 
the focal point in the detection plane and enlarge its size. The simulated relative energy 
resolution was calculated as a function of grid transparency and is given in Table 1 for the 
entrance polar angular range of ± 6°. A 50% grid transparency is predicted to degrade the 
relative energy resolution by a factor of around 2.5 (0.038%).   

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 Simulation of analyzer entrance/exit radial wire grids: (a) 

 simulation grid unit cell model. 
 
 
 
 
 
 
 
Table 1: Simulated average % energy resolution of the RMA for various grid transparencies. 
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ANNULAR FOCUSED ELECTRON BEAM ABERRATION CORRECTORS 
 
A. Khursheed* and W. K. Ang  
 
Department of Electrical and Computer Engineering, National University of Singapore, 
4 Engineering Drive 3, Singapore 117576. 
*e-mail: eleka@nus.edu.sg  

Electron beam core lenses are round lenses which have an electrode on the rotational axis of 
the lens, a region in which a conventional electron beam usually travels through. However, by 
use of an annular aperture, that region can be made beam-free, making it then possible to 
circumvent Scherzer’s theorem of being limited by round lens axial aberrations. Although 
core lenses have been previously proposed as a means for aberration correction [1,2,3,4], they 
have as yet not led to successful aberration correctors. This paper describes how multi-stage 
core lens aberration correctors might become a simpler means for aberration correction than 
the present three-dimensional multipole field approach. Preliminary direct ray tracing 
simulations carried out here indicate that they can potentially improve the spatial resolution of 
conventional scanning electron/ion beam focused probe instruments by over an order of 
magnitude for the same probe current. Simulation examples illustrating how a corrector unit 
consisting of an annular aperture together with a three-stage core lens unit can significantly 
reduce the geometric and chromatic aberrations of focused electron/ion beam instruments will 
be presented.  

Figure 1 shows direct ray tracing of electrons through an electric Einzel objective lens test 
example with an annular aperture/three-stage core lens aberration corrector by using the 
Lorentz 2EM boundary element software [5]. Eleven 10 keV electron trajectory ray paths 
uniformly distributed within the emission angular spreads of ±0.6 mrad around an initial 
semi-angle of  7 mrad are traced from a point source at the second order geometric aberration 
correction condition. They are focused by the Einzel objective lens to a working distance of 
5.25 mm with a final semi-angular spread of ± 2 mrad around a semi-angle of 23.92 mrad. 
The lens electrode voltages were systematically adjusted in order to minimize the final probe 
size.  
 
Figure 2 compares the final probe radius as a function of final semi-angle with that of a 
comparable hole-aperture beam for the same probe current. Additional ray paths for the 
energies of 10 keV -0.25 eV and 10 keV + 0.25 eV are also plot. The predicted RMS probe 
radius at 10 keV for the comparable hole-aperture column is over an order of magnitude 
bigger than that of the geometric aberration corrected annular focused beam: 97 nm and  2 nm 
respectively. The radii for the apertures are R0 = 75.65 m for the circular aperture and R1 = 
132.77 m and R2 = 152.81 m for the annular aperture. Assuming the source is a coherent 
one (field emission), the diffraction aberration limited radius for the ring focused beam 
containing 50% of the total probe current in this case is predicted to be approximately 1 nm.   
The overall probe size in this case is limited primarily by chromatic aberration which enlarges 
the simulated probe RMS radius to 6.4 nm.  



Recent Trends 2016 21

 
 
Figure 1 Direct ray tracing of electrons through an electric Einzel objective lens test example 
with an annular aperture/three-stage core lens aberration corrector   

 

 
 
Figure 2 Simulated probe radius as a function of final semi-angle through the electric Einzel 
objective lens test example with and without the annular aperture/core lens corrector for the 
same beam current 
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FIELD EMISSION FROM THE SURFACE OF HIGHLY ORDERED PYROLYTIC 
GRAPHITE 
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This paper deals with the electrical characterization of highly ordered pyrolytic graphite 
(HOPG) surface based on field emission of electrons. The effect of field emission (as 
illustrated by fig. 1), occurs only at disrupted surface, i.e. surface containing ripped and 
warped shreds of the uppermost layers of graphite. These deformations provide the necessary 
field gradients which are required for measuring tunneling current caused by field electron 
emission. Results of the field emission measurements are correlated with other surface 
characterization methods such as scanning near-field optical microscopy (SNOM) or atomic 
force microscopy. A simple method utilizing the field emission of electrons has been devised 
to characterize the sample surface. Electron and probe microscopies were used to determine 
the structure of both the bulk sample and the partially exfoliated shreds of the uppermost 
layers of graphite in locations where field emission is observed.  

Using various methods of surface characterization we obtained additional information about 
the properties of the Highly Ordered Pyrolytic Graphite exhibiting field emission. The 
morphology of the shreds on the HOPG surface was demonstrated by SEM (fig. 2). Precise 
information about the height of surface details was obtained by AFM (fig 3.). The presence of 
subwavelength structures in the near-surface area of the sample was confirmed by SNOM. 
The comparison of the images taken using SNOM, SEM and AFM allowed us to characterize 
shreds of multi-layered graphite structure on the surface of HOPG. In our method, the 
occurrence of the field emission of electrons acts as an indicator of disrupted HOPG surface. 
Since there are multiple electron sources with various sizes and threshold voltages, the 
Fowler-Nordheim plot is not linear and so the F-N theory cannot be applied in the entire 
voltage range. It can only serve for the confirmation of electron tunneling because of the 
initial linear part of the F-N plot. 

 
 

  
  
 

 
 

 

 

Figure 1 Experimental setup; the HOPG sample is connected to the negative dc source and 
the YAG scintillator is grounded, serving as an extractor electrode (left) and corresponding 
F-N plot (right). 
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Figure 2 SEM image of the HOPG surface. An overview of the sample surface (left) and 
typical example of ridge-like morphological structures with interspersed peak-like structures 
on the sample surface (image right). 

 

Figure 3 AFM topography image of the HOPG surface showing the height of surface 
features. A typical example of ridge-like morphological structures on the sample surface 
(image left);  and peak-like structures (right). In both cases, the field of view is 30×30 μm 
wide. 
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LEEM is a well established method for the imaging of surfaces of materials using the impact 
of very slow electrons (down to zero energy - mirror microscopy). On the other hand, 
scanning electron microscopy has not consistently solved the detection of electrons in the 
mirror mode, i.e. in the incident energy range of 3 to 0 eV.  

Since mirror microscopy can be realized only when using immersion lenses, the detector in 
the scanning mode has to capture fast electrons with energy in principle of the same value as 
of the primary beam. Such “signal” electron beam moves back through the optical system 
very close to its optical axis and standard rotationally symmetric electron optics is in principle 
not able to provide their detection. The higher magnification is used, the more signal electrons 
are lost. 

One solution is to use a rotationally asymmetric imaging and detecting system that provides 
separate beam lines of primary and signal beams [1] as for example magnetic prisms, which 
are able to compensate for any aberrations of the second order and also for energy dispersion 
in a symmetrical arrangement [2]. In the asymmetric arrangement, we can reach sufficiently 
large beam deflection angles (90°) having the energy dispersion of the order of units of 
micrometers per volt.  

The first experiments verifying the correctness of the concept were made with help of an 
assembly consisting of an (Schottky) electron source equipped with a magnetic gun lens 
followed by detector unit and electrostatic triode objective lens. The results presented here are 
demonstrating the ability of the detector to distinguish between BSE and SE even for landing 
energy 0.5 eV. The integral detector is mixing both signals better shoving the mirror character 
of the image.  
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Figure 1 Prism physical set-up.   Figure 2 Experimental SEM LEEM 

 
 

 
 
Figure 3 Preliminary results. 
 
References: 
[1] P. Kruit, in Advances in Optical and Electron Microscopy, vol. 12, ed. by T. Mulvey 
(Academic, London, 1991), pp. 93-137 
[2] V. Kolarik, M. Mankos, L. H. Veneklasen, Optik 87, No. 1 (1991) 1 - 12  
 



26 Recent Trends 2016

LARGE-AREA GRAY-SCALE STRUCTURES IN E-BEAM WRITER VERSUS 
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The high stability and good current homogeneity in the spot of the e-beam writer is crucial to 
the exposure quality, particularly in the case of large-area structures when gray-scale 
lithography is used. Even though the deflection field distortion is calibrated regularly and 
beam focus and beam astigmatism is dynamically corrected over the entire deflection field, 
we can observe disturbances in the exposed relief for both nowadays types of e-beam writers, 
the shaped e-beam writing system and the Gaussian e-beam writing system. A stable and 
homogeneous angular current density distribution in the spot is important especially in the 
case of shaped e-beam lithography systems. A non-homogeneity of the spot over deflection 
field is seen alongside the field boundaries of both lithography systems. 
I order to analyze and periodically monitor the two-dimensional current density distribution in 
the shaped e-beam writer, the four measurement methods for the two-dimensional mapping of 
the current density distribution in variable-shaped spot were developed and mutually 
experimentally compared. 1) The method of scanning over a Faraday cup opening utilizes an 
aperture over which a spot/stamp of a fixed size is scanned in two perpendicular directions. 
The electron current passing through the opening is collected by the Faraday cup and 
measured by the pA-meter. 2) The knife-edge method using a forming system utilizes the 
shaping shutters of the stamp forming system to select step by step the appropriate parts of the 
e-beam which are sequentially measured by the Faraday cup [1]. 3) The screen irradiation 
method uses a phosphor screen in order to convert the energy of the e-beam electrons into 
visible light. The image of the light intensity which is directly proportional to the e-beam 
current is then recorded by a CCD camera. 4) The electron resist exposure method is based on 
evaluation of the developed electron resist. The depth of the resist is proportional to the 
spread of the deposited energy in the electron resist, and is therefore proportional to the e-
beam current [2]. 
The forming system for the creation of rectangular stamps from the original circular e-beam 
and the measured current density distribution for described measurement methods can be seen 
in Fig. 1. The knowledge of the current density distribution in the stamp enables the selection 
of a homogeneous part from the original e-beam and enables to consider the rate between the 
exposure quality and the writing speed. 
We investigated intensively the impact of the above mentioned e-beam exposure imperfections on 
the visual performance of Diffractive Optical Variable Image Devices (DOVID's). Benchmarking 
exposures were performed using the Tesla BS600 pattern generator set up in TZ-0 mode [3]. 
Some other kind of optical gratings were proposed recently for the benchmarking purposes [4]. 
Several methods seeking to reduce the typical visual squaring (Fig. 2) of e-beam originated 
optical devices were developed and verified. They are based essentially on the proper main-
exposure-field size and shape selection and also on the appropriate rectangular-stamp size and 
aspect ratio. One selected example is shown in Fig. 3.: two similar benchmark exposures with a 
different stamp aspect ratio gives visually distinguishable results. 
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Figure 1 The scheme of the stamp forming system (left) and the current density distribution 
in a 6 × 6 μm2 e-beam stamp measured with (a) the method of scanning over a Faraday cup 
opening, (b) the knife-edge method using a forming system, (c) the screen irradiation method, 
and (d) the electron resist exposure method (right). 
 

 
 

  

 
 

Figure 2 The benchmark exposure 
test 32 × 20 mm2; main expo field 
3 × 3 mm2. 

Figure 3 The benchmark exposure test 
16 × 16 mm2; main expo field 2 × 2 mm2: stamp 
size ratio (above) ~ 7.4 : 1 and (below) ~ 4.7 : 1.  
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Scanning electron microscope (SEM) is commonly equipped with a through-the-lens 
secondary electron detector (TLD). The TLD detector in Magellan 400 FEG SEM [5] works 
as a bandpass filter for the special setup of potentials of electrodes inside the objective lens, 
the positive potential on the specimen regulates the energy window of the filter. An energy 
filtered image contains additional information to that of an unfiltered one. The contrast of the 
filtered image is changed and new information about the topography and the material can be 
observed [1,2]. 

To understand image contrast formation with TLD detector we traced SEs and BSEs through 
the three-dimensional (3D) model of included 3D distribution of the electrostatic and 
magnetic fields. The properties of the bandpass filter were simulated for a working distance 
(WD) in the range of 1 mm to 3 mm and a primary beam energy (EP) from 1 keV to 10 keV. 
The 3D electrostatic field of the system was calculated by Simion [3], magnetic field and 
raytracing were done using EOD program [4]. 

The cross section of the 3D arrangement used in simulation is shown in Figure 2a. In the 
objective lens there are several electrodes that help to SEs travel in direction on the 
scintillator. At first SEs emitted from the specimen are attracted into the objective lens (OL) 
by the “suction tube” electrode that is positively biased. Electrostatic field in the OL that is 
created by the “push electrode” (is not visible in Figure 2a) and “mirror electrode” deflects 
SEs towards scintillator. In the simulation we used fixed potentials of suction tube (UST = + 
150 V), push electrode (UPE = - 140 V), mirror electrode (UME = + 20 V) and scintillator (USC 
= + 10 kV), the potential on the specimen vary from 0 V to 16 V, with the step of 4 V. The 
intensity of the magnetic field is determined by the primary beam energy and working 
distance. The objective lens works in immersion mode, the specimen is placed in strong 
magnetic field that collimates emitted electrons into objective lens. 

The energy of SEs changing from 1 eV to 30 eV with a step of 1 eV, the polar angle from 0° 
to 90° with a step of 1° and the azimuthal angle from 0° to 360° with a step of 10°. The TLD 
system is asymmetrical to the optical axis, for that reason we study also the azimuthal angle 
for that SEs escape the specimen. One example of simulated results for potential on the 
specimen USB = + 4 V is shown in Figure 1, where the initial polar angle theta0 and initial 
azimuthal angle phi0 are shown as a function of the initial energy of electron E0.   

The emission energy of SEs detected by the TLD with taking into account the cosine 
distribution of emission is shown as a function of the positive sample bias (Figure 2b). For 
each point on the curves in the graph we have to trace 98 280 particles. The lower (min) and 
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upper (max) thresholds of the bandpass filter define the energy region that TLD detector 
detects SEs in the whole range of emitted polar and azimuthal angles. 

Figure 1 The initial polar angle theta0 (a) and initial azimuthal angle phi0 (b) as a function of the 
initial energy of electron E0, EP = 1 keV, WD = 1 mm, USB = + 4V. 

 

 
Figure 2 Arrangement used for simulation (a). The emission energy of SEs detected by the TLD as a 
function of the sample bias, working distance WD = 1 mm, primary beam energy EP = 1 keV (b). 
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In this contribution we review the latest experimental research of the interaction between 
optical near fields and sub-relativistic electrons. Its principle is based on energy and/or 
transverse momentum exchange between electrons and the near-field diffraction mode of light 
generated by a femtosecond laser pulse at a periodic dielectric nanostructure. This so-called 
inverse Smith-Purcell effect was theoretically predicted shortly after the invention of the laser 
[1]. However, its first experimental demonstration was only realized in 2013 [2]. In the same 
time, similar experimental scheme was used to accelerate relativistic electrons [3]. The 
observation of electron energy modulation by light opened a window for several interesting 
applications of this effect in the fields of dielectric laser acceleration (DLA) [4,5,6,7] and sub-
optical-cycle manipulation and temporal gating of electron beams [8]. 

When nonlinear forces are negligible, it is not possible to impart energy or momentum to an 
electron in vacuum by light. This is a consequence of energy and momentum conservation 
laws. However, if we introduce a boundary for the light field, the spatial symmetry is broken 
and energy flow between oscillating fields and electrons becomes possible. To achieve an 
efficient energy exchange, an approach similar to radio-frequency (RF) accelerators can be 
realized. In the RF case a standing wave with a strong longitudinal field component is excited 
in the periodic series of cavities. The standing wave can be decomposed to two travelling 
waves propagating in opposite directions. If the electron velocity is synchronized with the 
phase velocity of one of the travelling waves, it can become accelerated. The effect is linear 
with the applied field and the final electron energy depends on its injection phase with respect 
to the oscillating field. 

The field amplitude which can be realized in the GHz frequency range in RF accelerators is 
limited to 50-100 MV/m by the electric breakdown phenomena occurring on the inner surface 
of the accelerator tube. To achieve stronger accelerating fields and thus to reach higher 
acceleration gradients, the oscillation frequency of the field can be increased by a factor of 
105 by using light as a driving field. Instead of the metallic or superconductive cavities in RF-
based accelerators, wide bandgap transparent dielectric nanostructures are used as a spatial 
boundary for the field in DLA. Due to low absorption in the visible/near-infrared spectral 
window and due to the short duration of femtosecond driving laser pulses, the energy density 
dissipated at the structure is small, allowing to reach substantially higher field amplitudes 
before the laser damage occurs (several GV/m). 

Not only the extreme strength of the synchronous field, but also the sub-optical-cycle energy 
structure imprinted to the electron beam can be interesting for applications in ultrafast 
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electron diffraction and microscopy, as well as for ultrashort electron bunch metrology. Here 
we present a series of demonstration experiments. We visualize the sub-cycle energy structure 
in the time domain by using two subsequent laser-electron beam interactions and demonstrate 
electron transverse streaking and focusing. Experiments are performed using a sub-relativistic 
electron beam generated in a scanning electron microscope (SEM) column at energies of 25-
30 keV. 

The sub-cycle energy structure imprinted to the electron beam during its interaction with 
optical near-fields is characterized via two spatially and temporally separated laser pulses. By 
changing the relative phase between the two driving fields, the accelerated electron reveals 
phase oscillations, directly demonstrating the time structure of the energy modulation of the 
final electron distribution. As we show theoretically, this effect can be used for temporal 
gating of electron bunches with sub-cycle temporal resolution (approaching 1 fs=10-15 s 
already) [8].  

In a related experiment we generate transverse forces by changing the experimental geometry 
and tilting the grating with respect to the electron beam. This leads to a phase-dependent 
transverse streaking of electrons by light. Due to the linear dependence of the transverse 
momentum gain on the oscillating laser field, a light driven streak camera for ultrashort 
electron bunches can be constructed based on this principle, with a theoretical resolution of 10 
as=10-17 s [8]. 

The maximum transverse force which can be applied to the propagating electron depends 
linearly on the tilt angle of the grating. We use this fact to build a focusing element, where the 
tilt angle changes linearly with the distance from the electron beam center. We experimentally 
demonstrate that this element can be used for simultaneous electron acceleration and focusing 
with focal distances as short as 150 m [7]. 

The results demonstrated here will lead to a number of new applications in which the ultrafast 
manipulation of tightly focused electron beams by light will play a crucial role. 
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One of the components that is required for the recently proposed quantum electron 
microscope is a two-state coupler or coherent electron beam-splitter [1]. This is an electron-
optical device that separates an incident electron wave in different components. Among the 
suggested methods to achieve this goal is the novel concept of an electron grating mirror. 
Such device acts as a mirror for an incident plane wave front. By placing a periodic structure 
on the mirror surface, the nearby equipotential lines are curved in space. This curvature is 
expected to induce a periodic phase shift within the beam. As a result, diffraction occurs in 
the reflected beam in a similar way as in a light-optical grating. The diffraction pattern can be 
imaged back onto the sample (Fig. 1). 

The mirror surface is kept at a negative potential just below that of the electron energy to 
prevent the electrons from hitting the sample. The field strength is controlled by placing a 
grounded silicon aperture plate at 200 μm above the mirror. As this results in a diverging lens 
effect an additional lens is required to provide a focussing action toward the sample again. 

The relative phase shift in the beam is gradually introduced within the periodic retarding field 
near the mirror surface. This is different from the light optics case, where interaction at a 
grating causes an instantaneous phase shift. For the analysis of the phase shift, the WKB 
approximation is valid since the electron wave length is much smaller than the mirror period: 

The potential U at the mirror plate with pattern amplitude  is approximated by a cosine 
potential. The potential near the mirror is then found as a solution to the Laplace equation: 

Here, z0 is the separation between the mirror and aperture and Ez the field strength. Initial 
calculations with the above assumptions show that a large field strength and large grating 
period is required to obtain a similar phase contrast for a range of electron energies. When the 
mirror is positioned below the sample in a SEM, this results in multiple images that are 
obtained simultaneously. First there is the conventional image due to the secondary electrons. 
In the presence of the mirror, also the bottom of the sample is probed with the reflected and 
diffracted beams. The secondary electrons generated by these beams are recorded 
simultaneous as well, thus resulting in multiple superposed images. The effect of the 
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diffracted beams on the sample should be visible as fringes on the mirror image generated by 
the reflected beam. 

Preliminary (not published) experiments already showed the imaging of a such sample by 
using a flat electron mirror. 

Currently, grating mirrors are prepared in our lab. This grating mirror consists of a silicon 
substrate. Patterning of the grating structure is done by Focussed Ion Beam (FIB) lithography. 
Rectangular patterns with period in the range 800 – 2200 nm are produced in this fashion, all 
with a profile depth of 800 nm and frontal area of approximately 30 x 30 μm2. 

 

 
Figure 1 Schematic working principle of the grating mirror. The beam is focussed at the 
sample, generated secondary electrons are detected and diverges below. The magnetic lens 
provides the focussing power to counteract the divergence due to the mirror-aperture field. 
This result in a parallel beam above the mirror plane and also focusses the reflected and 
diffracted wave components back to the sample. Again secondary electrons are generated and 
detected as well. This results in a superposition of images. The presence of the diffraction 
spots is observed by fringes around features for the mirror image. 
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Backscattered electrons (BSE) are mostly used to study the specimen’s topography. 
Nowadays, low energy (units of keV) electron beam imaging is often necessary for example 
for the research of nanomaterials, biomaterials or semiconductors. Because BSE detectors are 
mostly non-accelerating or low-accelerating, electrons with approximately the same energy as 
primary beam (PB) have to be detected. Therefore, BSE detectors need to become optimized 
for such low-energy electrons. For the scintillation detectors, the biggest problem probably 
lies in the scintillator. Semiconductor detectors aren’t studied in this work. Cerium activated 
bulk single crystals of yttrium aluminium garnet (YAG:Ce) Cex:Y3-xAl5O12 are widely used as 
scintillators for the detection of high-energy backscattered electrons (BSE). However, 
commonly used YAG:Ce single crystal strongly loses its light yield (LY) with the decrease of 
the PB energy [1]. As possible available alternatives for this application, bulk single crystals 
of yttrium aluminium perovskite (YAP:Ce) CexY1-xAlO3 and CRY018 can be predicted. 
However, similar LY drop can be expected also with these scintillators. 

There are two main reasons, why this occurs. Firstly, slower electrons don’t have enough 
energy to pass through the relatively thick standard conductive layer on the scintillator 
surface. Therefore, thinner conductive layer has to be used. Secondly, commonly available 
scintillators suffer from structural defects that are created mostly due to surface damage (as a 
result of its grinding, polishing, purification or contamination) or already during the own bulk 
Czochralski growth. The influence of all of these defects on cathodoluminescence (CL) 
properties can be eliminated by the scintillators in form of thin single crystalline films 
because, as shown previously [2], the concentration of these defects decreases with the 
decreasing temperature of the crystal growth. Therefore, single crystalline epitaxial films have 
attracted a lot of attention recently because the growth temperature of these films is about 
a half (1000 °C) of the bulk ones (2000 °C). Moreover, appropriate doping of the garnet 
structure can suppress the influence of the defects on the CL properties. 

For the purpose of this work, bulk Czochralski grown single crystals of YAG:Ce, YAP:Ce 
and CRY018 were studied. Results were compared with those of promising cerium activated 
single crystalline films of gadolinium aluminium gallium garnet (GAGG:Ce) Cex:Gd3-

xGayAl5-yO12. These films were grown by the isothermal dipping liquid phase epitaxy onto 
YGG substrates from lead-free BaO-B2O3-BaF2 flux [3]. These specimens were coated with 
conductive layers of different composition and different thicknesses. Properties of these layers 
are in the table shown in Table 1. 

The specimens were excited by an electron beam with energy in range from 0.8 to 10 keV 
using a specialized CL apparatus [4]. In this energy range, CL LY of YAG:Ce were measured 
for coating layers of different composition and different thicknesses (Fig. 1). Moreover, CL 
spectra have been measured for all presented specimens (Fig. 2). 
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Figure 2 Cathodoluminescence (CL) spectra of 
Ce0.02:Gd3Ga2.7Al2.3O12 (GAGG:Ce) compared 
with commercially available YAG:Ce, YAP:Ce 
and CRY018. Spectra were corrected for the 
apparatus transmissivity and detector spectral 
sensitivity. Primary beam energy was 10 keV. 

It was shown, that the coating layer with 
thickness of only units of nm has to be used 
to allow low-energy BSE penetrating the 
layer without significant losses. Moreover, 
it was shown, that the GAGG:Ce film with 
balanced Ga content shows excellent 
scintillation properties where the effect of 
unwanted structural defects was suppressed, 
the spectrally corrected CL LY value 
exceeded 160 % of the commercially 
available bulk YAG:Ce single crystal, and 
CL decay was dominated by a fast 
component with 50 ns decay time which is 
close to that of Ce3+ (5d-4f) 
photoluminescence decay. Thanks to these 
excellent CL properties at PB energy of 
10 keV, GAGG:Ce single crystalline films 
are new prospective scintillators suitable for 
low-energy BSE detectors. This research is 
in progress, therefore other results at 
different PB energies will be presented at 
the seminar. 
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Table 1: Properties of commonly used elements 
for coating layers for scintillators. Data in the 
last column were simulated by the Monte Carlo 
method that used the elastic single scattering 
model with the Mott cross-sections and the Bethe 
slowing-down approximation. 

Figure 1 The cathodoluminescence (CL) light 
yield of the YAG:Ce single crystal scintillator 
coated with layers of different composition and 
different thicknesses as a function of the primary 
beam energy. 
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Bandpass energy filtering using a through-the-lens secondary electron (TLD) detector in a 
field emission gun SEM (FEG-SEM) has been known over a decade. During energy filtering, 
image contrast is changed and new information about the material can be observed [1]. Our 
motivation for this study was to compare theoretical calculations with the experimental data 
of the SE bandpass energy filter in Magellan 400 FEG SEM. The TLD detector works as a 
bandpass energy filter for the special setup of electrode potentials inside the objective lens, 
with the positive potential on the specimen regulating the energy window [2].  

A sample with chromium and silver stripes on silicon substrate was used for the experiments. 
The silicon substrate was sputtered by 150 nm of chromium, PMMA resist was spin-coated 
onto the wafer and the designed pattern was exposed by e-beam writer. After pattern 
developing, the chromium layer was etched by wet solution and a 150 nm thick silver layer 
was sputtered. The remaining resist mask was lifted off, resulting in alternating 6 μm wide 
chromium stripes and 3 μm wide silver stripes. Filtered and unfiltered images of the sample 
are in Figure 1. 

The energy spectrum of electrons emitted from both materials was simulated using 
Geant4-based [3] software for Monte Carlo simulation of electron-specimen interaction in 
low-voltage SEM. The primary beam energy was EP = 1 keV and the simulations worked with  
N(EP) = 50 000 beam particles. The results of MC simulations for SEs leaving the chromium 
and silver are shown in Figure 2. The number of SEs emitted from chromium is higher than 
from silver for energies from 0 to 10.2 eV, for energies higher than 10.2 eV more SEs are 
emitted from the silver. 

We successfully proved the functionality of the filter by taking the images of the test sample 
with a positive potential of 0, 4, 6, 8, 10, 12, 16 and 24 V on it. We then plotted the intensity 
of image signals from both materials depending on the sample voltage (Figure 3). For a 
potential of 8 V on the sample the TLD detects mainly electrons with energies 4 to 7 eV 
(Figure 1a) [2], which means that both the SE yield and the measured signal intensity of 
chromium is higher than for silver. On the other hand for a potential of 12 V, TLD detects 
energy window from 8 to 11 eV [2], and the measured signal intensity for silver stripes is now 
higher than from chromium (see Figure 3). 
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Bandpass filter mode 

 
Secondary electron mode 

 
Backscattered electron mode 

Figure 1 Ag (3 μm)/Cr (6 μm) stripes on a silicon substrate imaged with a TLD detector in 
different modes. With potentials of (a) + 8 V on the sample and + 150 V on the suction tube; 
(b) 0 V on the sample and + 70 V on the suction tube; (c) 0 V on the sample and - 150 V on 
the suction tube. 
 

Figure 2 Simulated energy spectrum of 
secondary electrons for silver and 
chromium. Primary beam energy EP = 
1 keV. Intersection of curves for both 
materials is at the energy of 10.2 eV. 

 
Figure 3 Measured signal intensity from 
the Ag/Cr sample as a function of the 
sample bias. Intersection of the signal 
intensity curves was found at the sample 
bias of 11.8 V. 
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To operate down to units of eV with a small primary spot size, a cathode lens with a biased 
specimen was introduced into the SEM [1] (Fig. 1). The reflected signal, accelerated 
secondary and backscattered electrons, is collected by detectors situated above the specimen. 
When we insert a detector below the specimen, the transmitted electron signal can also be 
used for imaging down to zero energy. Fig. 1 also shows an example of the simulated signal 
trajectories of electrons that impact on the detector of reflected electrons, based on an Yttrium 
Aluminium Garnet (YAG) crystal, and trajectories of electrons transmitted through the 
specimen and incident on a semiconductor detector based on the PIN structure. 

Pilot experiments with the high-resolution scanning low-energy electron microscope 
(SLEEM) were performed on freestanding graphene samples. Fig. 2 shows micrographs taken 
in the reflected electron (RE) and transmitted electron (TE) modes at several energies. The RE 
signal was composed of both secondary and backscattered electron emission, accelerated in 
the cathode lens field toward the detector with the secondary electron contribution 
diminishing with decreasing energy owing to escape through the detector bore. In the RE 
frames, the maximum contrast between the graphene and the lacey carbon appears at 1 keV 
and decreases toward higher and lower energies due to the information depth extending and 
shortening, respectively. These images show empty holes, but do not reveal thicker islands of 
graphene. In the TE mode, we see multilayer graphene islands at and below 100 eV which 
underlines the suitability of the SLEEM for examination of 2D crystals. Some details 
inverting their contrast more than once (see the arrow) represent interpretation challenges. 
These may arise from contaminations that become charged. 

Traditional counting of graphene layers by Raman spectroscopy is faced by the low lateral 
resolution of light optical imaging. SLEEM provides much higher resolution, so it is worth 
checking its selectivity for the same purpose. Fig. 3 shows the contrast of individual graphene 
layers preserved down to units of eV. Measurement of the transmissivity was calibrated 
between the zero signals on mesh rungs and the full signal in empty holes, see Fig. 3. 
Generally, the transmissivity might be expected to grow below some 50 eV because of the 
inelastic mean free path of electrons steeply extending as verified by experiment and 
simulations for a large number of materials. This property should also project itself in the 
transport mean free path governing the transmissivity. However, due to the absence of an 
energy gap in graphene, the interband electron transition is obviously preserved down to the 
lowest energies and keeps this scattering mechanism active for reducing the penetration of 
electrons. 

The transmissivity of the graphene samples naturally depends on the cleanness of the surface. 
We have established that while fast electrons decompose the adsorbed hydrocarbon molecules 
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creating a carbonaceous contamination layer, below 50 eV the incident electrons release these 
molecules and leave the surface atomically clean [2,3]. 

 
Figure 1 Left: the cathode lens assembly. Right: an example of the trajectories of the reflected 
and transmitted signal electrons. The initial energies of electrons are 5 eV (full lines) and 300 
eV (dashed lines) in the right half-space, and 10 eV (full lines) and 1,000 eV (dashed lines) in 
the left half-space. The initial polar angles are 0°, 30°, 60° and 90° with respect to the optical 
axis. The electrostatic field strength between the detectors and the specimen is 5 keV/7 mm. 

 

 

Figure 2 Freestanding sample of 3 to 5 graphene layers imaged in reflected and transmitted 
electrons. 

 

 

Figure 3 Micrographs of a 3 to 5 LG graphene sample taken in a UHV microscope (left); the 
measured energy dependence of transmissivity (right). 
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Various types of monochromators (MCs) have been proposed, evaluated, and commercialized 
for advanced charged particle beam apparatuses such as (S) TEMs and SEMs [1-3]. MCs 
improve spatial resolutions especially at low energy regimes and energy resolutions of EELS 
spectra. Both are achieved by narrowed energy spreads of electron beams. Recently, we have 
proposed a new MC with double offset cylindrical lenses (CLs) [4-6]. Its operation principle 
is similar with Möllenstedt energy analyzers [7]. As an initial stage of development, we’ve 
described optics of the MC with 1st order matrixes [4] and higher order aberrations [5] 
together with its performances. We’ve estimated improvements in SEM performance at ex-
low voltages with the MC [6]. Fig. 1 shows schematics of this MC. 

For a MC, an energy resolution  is given by an equation =2dx/Dk with an energy 
dispersion Dk and a width dx of an energy selection slit. The typical values of the energy 
dispersion Dk, which are determined by optics, are 5~50 m/eV. To achieve an energy 
resolution of 10 meV, the slit width dx of 200 nm is required for Dk of 40 m/eV. In addition, 
these slits are needed to be high aspect ratio of dy to dx with a slit length dy in the vertical 
direction. This is attributed to asymmetric optical paths of the MC for avoiding electron-
electron interactions. Fig. 1 also represents schematics of the beam profiles and the nano-slit 
on the energy selection plane Z2. 

These nano-slits are key components to realize the MC with high energy resolutions. 
Therefore, we execute a feasibility study on fabrication of the nano-slits. We adopt 
commercial Si3N4 thin films with thicknesses of 200 nm. Pt layers are deposited on both top 
and bottom surfaces of the films with a sputter coater in order to reduce electron penetration 
depth and prevent from charge accumulations. The thicknesses of the Pt layers are estimated 
to be 20 nm based on preliminary measurements of deposition rate with an AFM. Mook has 
utilized EB lithography and dry etch methods for slit fabrication [2]. Here, we adopt FIB 
etching methods due to its high flexibility. Based on the optical simulation [5], we specify 
five types of slits dimension and fabricate ten slits for each size with a FIB (Helios NanoLab, 
FEI). We evaluate these slits with a SEM (S5000, Hitachi) at an energy of 3 keV, which is 
equivalent to a pass energy of the MC. Fig. 2 shows SEM micrographs of a fabricated slit in 
two signal modes. The secondary electron image (SE) gives surface information of the slit. 
The scanning transmitted electron image (STEM) shows that this slit has an appropriate 
function as an obstacle to electron beams at 3 keV. The electron range simulation with Monte 
Carlo methods confirms this result. In addition, the STEM image gives actual sizes of the slit 
in similar operation conditions with the MC. The measured values of dx and dy are 172 nm 
and 9743 nm, respectively. The aspect ratio (dy/dx) of the slit is 56. 
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In conclusion, we conduct a feasibility study on nano-slits fabrication for the MC with double 
offset CLs. These slits can be applicable to various kinds of MCs and energy analyzers with 
high energy resolutions. The detailed discussion will be given in the conference. 

 

 
Figure 1 Schematics of the new MC. The configurations of two offset cylindrical lenses (CL1 
and CL2), an emitter, transfer round lenses (TL1 and TL2), and apertures are shown. At the 
right side, schematics beam profiles and nano-slit on the energy selection plane (Z2) are also 
shown. 
 

             
Figure 2 SEM micrographs of a fabricated nano-slit in a SE mode (a) and a STEM mode (b). 
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In many applications it is desirable to perform energy-dispersive X-ray spectroscopy (EDS) on 
very thin samples at low primary beam energies in a STEM. Thin samples, or lamellae, with the 
thickness of about 10 nm, are mostly prepared in focused ion beam instruments (FIBs), and they 
are used to evaluate experiments in the development of thin films and coatings, in the 
semiconductor industry, and in other applications. EDS then provides a map of different chemical 
elements or compounds in the sample, obtained by scanning the electron beam in a raster. Often 
the qualitative composition is known as a limited set of materials and only their distribution on 
the sample is to be determined. For large batches of samples fast measurements are desired to 
maximize utilization of expensive equipment. In this study we found a method to minimize the 
time needed to reliably acquire an elemental map by determining the optimal detector placement 
and the minimal necessary primary electron dose per pixel. 

An advantage of thin samples is the small X-ray interaction volume. In the EDS setup with a bulk 
sample, the X-ray interaction volume size can be in the micrometre range. With thin samples in 
STEM, sub-nanometre resolution can be reached as it is limited largely by the probe size; and 
aberration correction is feasible even at low energies [1]. However, this is at the expense of the 
collected signal strength as the probability of a characteristic X-ray emission is rather low for an 
electron during the short travel through the sample. On the other hand, the emission of the 
unwanted bremsstrahlung which obscures the useful characteristic peaks is also decreased. Now 
the low energy (by the STEM standards, a few tens of keV) becomes beneficial, as the intensity 
of X-ray radiation tends to increase for lower energies, albeit again for both the characteristic 
radiation and the bremsstrahlung [2]. 

The SDD (silicon drift detector) is the most common detector type in EDS [3]. Its efficiency is 
given by the collection solid angle and the orientation with respect to the primary beam and the 
sample. While the characteristic X-ray intensity is isotropic, the bremsstrahlung is anisotropic 
along the direction of the beam [2]. The angular position of the detector can be optimized for the 
highest difference between the two types of X-rays, speeding up the measurement. 

The method we developed makes use of reference X-ray spectra for the expected set of materials, 
simulated for the same conditions as in the analysis of an unknown sample, namely the specimen 
thickness, the direction of the primary beam, and the size and the position of the detector. 
Simulation allows to collect the characteristic and the bremsstrahlung parts separately. The 
influence of the detector on the collected signal is taken into account in the form of its “detector 
function”, the probability density in the recorded X-ray photon energy, which depends on the real 
entrance energy of the incoming photon [3]. 

When an actual spectrum is collected, it is matched against each reference spectrum by fitting a 
linear combination of the simulated characteristic and bremsstrahlung parts on it. A “goodness of 
fit” parameter is computed for each fit,  where 

 is the jth reference spectrum,  is the measured spectrum and is its average value. The 
parameter R ranges between zero, for no similarity, to one, for the complete agreement between 
the two spectra. 
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In practical measurements it is often safe to assume that a certain location on the thin sample 
contains just one from the set of expected materials, and that they mix just in thin boundaries. 
That simplifies further considerations (although the procedure can be generalized). The highest 
value of R on the set of the reference spectra is then obtained for the correct material. However, 
at low electron doses, the measured spectrum may be so poor that the identification is unreliable. 
As the dose is increased, the value of R will steadily increase for the correct material, but it will 
vary insignificantly for the other substances in the reference set. 

We simulated the complete procedure for a beam perpendicular to a sample with the thickness of 
10 nm. In pyPENELOPE [4, 5] we calculated accurate reference spectra using large electron 
doses. Then we also simulated the “measured” spectra with low electron doses. We studied 
dependences of the goodness of fit and other quantities on the electron dose and other parameters. 
We also repeated the simulation for different primary electron energies and different detector 
elevation angles that were assumed as mechanically feasible in an instrument. Fig. (a) shows that 
a dose of a few tens of millions of electrons already gives a fairly reliable material identification 
for any detector position. Fig. (b) confirms the expected higher time requirements at higher 
electron energies. 

(a) (b) 

 

 

Figure (a) An example of the dependence of  (which is better suited for logarithmic 
plots than R) for a silicon sample matched against different reference spectra with the detector 
under different elevation angles relative to the sample plane (positive values are above the 
sample). (b) The required primary electron dose to reach reliable levels of agreement between 
the measured and the corresponding identified reference spectra (non-matching references 
usually give . Note that the dose of 108 electrons is reached in 16 ms at the 
current of 1 nA. 
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Of the conventional imaging signals in the scanning electron microscope (SEM), the 
secondary electrons generally reflect surface properties of the sample, while the backscattered 
electrons (BSE) are capable of providing information about complex properties of the target 
down to a certain subsurface depth. Contrast mechanisms are combined according to the 
energy of incident electrons and energy and angular acceptance of BSE detection. In all cases, 
a question arises concerning the information depth of this mode. No applicable answer 
provides a definition declaring this depth as that from which we still obtain useful information 
about the object [1]. We can employ software simulating the electron scattering in solids, 
while experimental approaches are also possible. Moreover, two analytic formulas can be 
found in the literature [2,3] (with the mass thickness in eq. 2 transformed into the depth 
value):  

 

where RBSE (nm) is the information depth of the BSE emission, A (g mol-1) is the atomic 
weight, Z is the atomic number, E (keV) is the energy of incident electrons and  (g cm-3) is 
the density of the target.  

In order to simulate the scattering of electrons inside the material and identify those finally 
reflected as BSE, we can choose from several widely available programs treating the 
movement of electrons in a fully conductive amorphous target. We have used the CASINO 
program and its output “Z Max backscattered” which provides a histogram of maximal depths 
achieved by electrons finally backscattered. This plot peaks at the most probable depth from 
which the BSE come and one can establish a threshold for the information depth on the falling 
slope. We have tried to put this limit at the halved height of this peak (criterion I) and, in view 
of the significant difference from both calculated and measured depths, we took an optimum 
threshold that just 8.3 % of BSE exceed (criterion II) – see Fig. 3. 

Measurement of the information depth requires confronting the plane view in the image signal 
under examination with independent depth information, best obtained from a cross-sectional 
view of the same scene. Optimum objects seem to be precipitates immersed in a matrix to 
suitable depths and providing sufficient mutual contrast; we have used copper precipitates 
growing in 18Cr-3.0Cu stainless steel (Fig. 1). In addition to massive appearance of tiny 
precipitates inside grains, large precipitates grow at the grain boundaries as the objects of 
choice for this purpose. In the plane BSE view, the size of the sharp contour of a precipitate 
varies with electron energy and when cutting a section across the precipitate, we can seek out 
the same dimension in the FIB (focused ion beam) prepared cross-sectional image and 
establish its depth below the target surface (Fig. 2). This procedure works down to a depth of 
the maximum dimension of the precipitate, i.e. along its convex upper part. 
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Fig. 3 shows that the information depth data calculated according to both above equations is 
extremely similar to each other and also fit the experimental data. The same holds true of the 
simulated depths if criterion II is chosen which does not otherwise follow from any other 
aspect of the scattering simulations. We have also built a distribution of tiny precipitate counts 
vs. electron energy that could, if spread homogeneously, also indicate the information depth. 
Fig. 3 shows this dependence differing drastically from all previous ones; it grows with depth 
much more slowly than expected, obviously due to the progressively broadening beam and 
hence decreasing contrast. However, our experimental data, together with calculated and 
simulated data, seems to confirm that eqs. (1) and (2) are useful for routine use. 

 
Figure 1 BSE micrographs taken at 2 keV (left) and 10 keV (right). 

 
Figure 2 Scheme of evaluation of the information depth upon two views of an object. 

 
Figure 3 Comparison of measured, calculated and simulated information depths. 
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We explored the possibility of a Scanning Electron Microscopy technique for the 
determination of crystallographic orientation, based on the measurement of the reflectivity of 
very low energy electrons. Our experiments are based on the concept that in the incident 
electron energy range 0–30 eV, electron reflectivity can be correlated with the electronic 
structure of the material [1], which varies with the local crystallographic orientation of the 
specimen.  

The motivation for the development of this technique was to achieve a quick and high-
resolution means for determining the crystallographic orientation of very small grains (<1 m) 
in a polycrystalline material. The key limiting factor was the cleanliness of the sample surface 
and also the geometrical setup of the experiment. 

The experiment was performed in an Ultra High Vacuum Scanning Low Energy Electron 
Microscope (UHV SLEEM-III) of in-house design, equipped with a Cathode Lens assembly. 
This allows imaging at arbitrarily low incident electron energies (down to units of eV) 
without significant deterioration of resolution [2]. The samples, Al and Cu poly- and single 
crystals, were in situ cleaned in the Preparation Chamber of the UHV SLEEM-III by several 
cycles of Ar ion sputtering and heating to 450 °C. 

They were then observed in the Main Chamber at a working pressure of 5·10-8 Pa which 
ensures a very low rate of surface contamination. Series of images taken at incident electron 
energies between 0 and 30 eV with a step of 0.3 eV were taken. These were then processed to 
obtain the reflectivity curves [3]. 

Within the arrangement presented here we tested the ability to determine the local 
crystallographic orientation of grains in a polycrystalline sample from their very low energy 
electron reflectivity. Acquired data show that there is indeed an agreement which is however 
depedent also on the in-plane orientation of the grain. This is probably due to the strongly 
directional reflectivity distribution of the specimen – a result of diffraction and channeling 
effects – which also causes a portion of the signal to disappear in the central bore of the 
scintillation detector. This effect allows discerning between twin grains and is more 
pronounced in denser crystal faces. The state of the specimen surface, such as roughness or 
the presence of hydrocarbon adlayers and native oxide, is an influence on its own. 
Contribution of electron channelling effects is also discussed. 
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Figure 1 Schematic sketch (left) and a CAD model (center) of a Cathode Lens assembly [2]. 
Since no in-lens detection is used here, a part of the signal electron bunch leaves through the 
central bore and is lost for detection (right). 

 

 
Figure 2 Experimental data curves. 
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Overcoming the limitations of the Schertzer theorem is a long story in electron microscopy. 
Although the basic principle of a spherical aberration ( ) correction was suggested as early as in 
1947 [1] the first experimental correctors of spherical aberration were only realized in the last 
decade of the 20th century [2-4]. The recent multipole correctors are designed for high-energy 
TEM or STEM, where the corrector system enables reaching the atomic resolution. On the other 
hand, the corrector for low-energy SEM has been developed [5] but this type of corrector must 
also contain chromatic aberration ( ) correction to reduce the effect of the non-zero energy 
width. Recently, the energies of SEM reach 30 keV and transmission mode (TSEM) is a standard 
part of the instrument. Standard resolution in TSEM is about 0.6 nm and it is limited by . 
Reaching atomic resolution with this set-up is not a real expectation because of its instability, but 
the resolution of about 0.2 nm would increase the field of applications. Corrector for these type of 
instruments should be (a) simple, compact and cheap (b) only spherical aberration of the third, 
optionally the fifth order must be corrected (c) effect of the chromatic aberration may be reduced 
by energy filtering. We studied design based on Rose’s hexapole corrector [6]. 

The eikonal method is a standard tool for the calculation of the system aberration. However, our 
calculation is done using the differential algebra (DA) method to show the viability of the method 
in the design of the aberration corrected systems. The DA method is a very valuable tool for the 
calculation of aberrations in general electron or ion optical systems. It can be straightforwardly 
used to calculate high order aberration coefficients, which is limited only by the accuracy of the 
high order derivatives of the axial field. We used the procedures described in [7] to resolve that 
difficulty. Using the DA method, one finds the solution of the trajectory equation in the form of 
the polynomial in the position and slopes in the object plane and the energy deviation [8, 9], 

 

where  is a vector of the transversal coordinates and  When this form of 
the solution is substituted into the trajectory equation, the fields are also expressed in the form of 
the polynomials of the transverse coordinates and the both sides of the trajectory are expanded 
into a polynomial, a differential equation can be found for all the coefficients. When these 
equations are solved for the initial condition 10000 01000 00100 00010 00001 1 and 
0 for all other coefficients, a solution is found. 

Calculation of an ideal RHC using the DA method 

The corrector will be applied to a highly optimized system with , , 
and  at the primary beam energy of 30 keV. With a sufficiently bright source the 
optimal probe size is 0.35 nm for the beam energy width of 0.6 eV, which can be improved to 
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0.18 nm with the ideal C3 corrector. When the energy filter is used, the resolution can reach 0.1 
nm for the energy width of 0.1 eV without significant probe current decrease (the loss of the 
electrons by the energy filtering is compensated by an increase of the optimal aperture angle). 
This resolution is beyond reasonable value for the standard SEM, because of instrument 
instabilities. 

The principle of the Rose hexapole corrector has been described in many publications [10]. It is a 
double symmetrical system consisting of two hexapoles and a 4f doublet lens between them. The 
center of the first hexapole coincides with the object focal plane of the doublet and the center of 
the second one coincides with the image focal plane of the doublet. This configuration guarantees 
that up to the third order the corrector behaves like a lens with negative spherical aberration. 

 

Figure 1 Properties of the analyzed Hexapole corrector of the spherical aberration. 
 

 

Figure 2 Beam profiles for the optimal aperture in the system corrected for both  a . 

The result of the DA calculation is a set of coefficients  which is not a common 
representation for the aberrations which can be obtained by transitioning to the complex 
coordinates  and by using a parametrization by the image paraxial coordinates: 

1 2 3 4

 

where  is the paraxial slope in the image and  is the paraxial position 
in the object. Moreover, from the aberration theory it is known that each coefficient 
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 describes object and slope coefficient in the case of the axially symmetrical 
paraxial approximation: 

 

 

with being  the axial fundamental ray ( , ) and  the off-axial 
fundamental ray ( , ). This is equivalent to the transition to the interaction 
coordinates in the Lie algebra method [9]. Calculation of the object and gradient coefficients can 
be done very simply by solving previous equations for all the coefficients  

A calculation of the basic properties of the Rose Hexapole corrector is shown in Fig. 1. It was set 
to correct the spherical aberration of the objective lens. Fig. 2 shows the longitudinal beam 
profiles in the vicinity of the image plane for the optimal aperture. The first case is for the beam 
without energy filtering, the second one is for the energy-filtered beam with the energy width of 
0.1 eV. The increase of the optimal resolution to 0.15 nm is given due to an increase of in the 
doublet lens and a change of the objective lens properties (an additional transfer lens between the 
corrector and the objective lens was placed to correct ).  

 

 

Figure 3 A system with correcting elements and the effect of the misalignment aberrations 
on the spot size. Ellipticity 1.5 (0 deg) and 1 (40 deg). 

Misalignment aberrations of the C3 corrected system. 

The system contains very strong elements, the two hexapoles that have second-order aberrations. 
The double symmetry of the system,  using the second hexapole, serves to correct the second 
order effect of the first hexapole. The result of such a setting is that the optical properties are very 
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sensitive to the  asymmetry of the system, misalignment aberrations and system imperfections. If 
the system is not properly corrected, it’s resolution can be even worse than that of the uncorrected 
one. Some of the imperfections can be compensated with no additional elements, but for some of 
them an addition of auxiliary correction elements is necessary. 

The effect of the asymmetry of the doublet lens and the hexapoles can be compensated by the 
independent excitation of the doublet lenses and both hexapoles, required accuracy have to about 

 However, for compensation of off-axial position of the hexapoles and ellipticity of doublet 
lens the additionals correcting elements are necessary. An off-axial position of the first hexapole 
must be compensated by a double deflection system in front of the corrector and an off-axial 
position of the second hexapole by another double deflection system between the lenses of 
doublet. The both deflection systems make the central trajectory to coincide with the hexapole 
axis.  Ellipticities of the doublet lenses generate additional quadrupole fields that result in two-
fold astigmatism. It can be compensated by a standard double stigmator system in front of the 
objective lens. However, the effect of the weak parasitic quadrupole field is combined with the 
effect of the second hexapole which leads to a nonzero second order axial coma and four-fold 
astigmatism . These effects can be compensated by a slightly off-axial position of the beam in 
the hexapoles, which can be controlled by the double deflection systems. The off-axial position 
of the central trajectory in the hexapoles generates weak quadrupole field which can compensate 
the effect of the doublet lens ellipticities. 

The optimization of the corrector using the DA method is hindered by the fact that the method 
does not provide explicit formulas for the aberrations coefficients, only their values for a given 
position along the optical axis. The optimization is then carried out using the standard simplex 
minimization method, where the minimized function is , for results see Fig. 3. In the case 
of the ellipticity four parameters were found, which took about one hour. This approach mimics 
closely to the experimental procedure for system alignment in which aberration measurement is 
replaced with numerical calculation. 
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Focused ion beams are irreplaceable in nano-fabrication and ion microscopy. The 
development of a high-brightness He+ source had great impact since it helped to overcome the 
limitations of Ga+ beams. Further advances can be achieved by developing a source capable 
of using a broad range of different gaseous species. Our approach is to use electron impact 
ionisation in gas confined in a small space between two thin membranes.  

Figure 1 The essence of the NAIS concept is focusing an electron beam onto a neutral gas to 
generate ions by electron-impact ionization. A high pressure is maintained by confining the 
gas between thin membranes. Extraction of ions is enhanced by an electric field between the 
membranes. 

Theoretical analysis [1] predicts a brightness comparable, or even higher than that of Ga+ 
sources. This is achieved by the small ionisation volume and the high electron current density. 
A short distance (~250 nm) between the membranes gives efficient ion extraction at low 
voltages across the mebranes (sub-1eV) which, in turn, results in low energy spread. In a 
proof-of-concept experiment, ion beams of several gaseous species were created and 
measured for different pressures [1].  

Recent experimental results with argon ion beams are shown in figure 2 and 3. Our current 
efforts are aimed at measuring the brightness using a knife-edge.  We use a custom-made 
optical column that fits inside the chamber of an electron microscope. Small aperture size 
(~150nm) ensures that the vacuum inside the microscope chamber is not compromised even 
for higher pressure of gas between the membranes. Electronics allows us to scan the ion beam 
over the sample and make transmission images (figure 3). We use a 1keV, 100nA electron 
beam to make Ar+ ions. Although it is not the most efficient energy for ionising argon (Figure 
2), a compromise had to be made since a beam of lower energy would be difficult to focus. 
The gas feed is equipped with a pressure controller such that the pressure can be changed in a 
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range from 60 mbar to 6 bar. Extraction of ions is enhanced by applying a bias voltage 
between the membranes of the chip. Current work is aimed at improving the setup in terms of 
signal stability, detector uniformity and chip alignment in order to achieve reliable 
measurements.  

     
Figure 2 Recent argon ion emission current measurments. We control the total emission 
current by varying the pressure between the double membranes (left) and by changing the 
voltage across the membranes (right).  
 

Figure 3 a) Wide field of view Ar+ ion image of sample (Si plate with 50 m holes). 
b) Individual hole. c) Direction of line scan for knife edge measurement. d) Image over sc 
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Manipulation with the primary beam phase in a transmission electron microscope (TEM) or a 
scanning transmission electron microscope (STEM) has drawn significant attention in the 
microscopy community in the recent years. Although a few applications were found long 
before, some are still subjects of a future research [1]. One of them is the use of electron 
vortex beams, which has very promising potential. It ranges from probing magnetic materials 
and manipulating with nanoparticles to spin polarization of a beam in an electron microscope.  

The methods for producing electron vortex beams have undergone a lot of development in 
recent years as well. The most versatile way is holographic reconstruction using 
computer-generated holograms modifying either phase [2] or amplitude [3]. As the method is 
based on diffraction, beam coherence is a very important parameter here. It is usually 
performed in TEM at energies of about 100 – 300 keV which are well suited for diffraction on 
artificial structures for two reasons. The coherence of the primary beam is often reasonable, 
and the diffraction pattern is easily observed. This is however not the case for a standard 
scanning electron microscope (SEM) with typical energy up to 30 keV. 

To find out whether SEM offers a possibility to perform such diffraction experiments, we 
used an experimental setup (Fig. 1) similar to that used in [4], which was implemented in the 
SEM FEI Magellan 400. The diffraction of the primary beam took place on a grating placed 
below the objective lens pole-piece. The diffraction pattern visualization is then achieved by 
scanning the diffracted beam across the contrasting vertical stripe placed in the specimen 
plane. As we needed the grating to be translationally invariant, we opted for a rectangular 
structure. This free-standing grating (Fig. 2) with a periodicity of 300 nm was fabricated from 
a thin silicon nitride membrane by a process developed by our team specifically for this 
instance. The process comprised of high-resolution electron lithography, reactive ion etching, 
platinum coating and other techniques. Electron lithography was also used to prepare the 
above mentioned contrasting stripes with a width of 0.25 – 4 m. 

To calculate the diffraction pattern a point source was considered emitting a spherical wave 
limited by a Gaussian-like aperture function. The wave passes through a thin objective lens, 
then the diffraction grating and finally it reaches the specimen plane. A paraxial 
approximation and Fresnel propagation of a wave was assumed, and both chromatic and 
spherical aberrations, as well as finite source size were taken into account. 

Comparing the experimental and calculated data (Fig. 3) it can be seen that the diffraction 
patterns with clear intensity minima approximately fit the model in terms of visibility of 
fringes. The incoherent contributions cannot be observed at this scale since they have rather 
weak effect and influence only the structure of the individual peaks (Fig. 4). 
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Figure 1 Experimental setup. 
 
 

 
Figure 2 Diffraction grating. 

 
Figure 3 Diffraction pattern for the energy of 
2 keV. 

 
Figure 4 The effect of chromatic 
aberration and finite source size on the 
central peak. 
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That the fine structure of secondary electron emission spectra (SES) from carbon fibres is 
effected by fibre crystallinity and molecular orientation and linked to engineering materials 
properties such as modulus [1] was reported over three decades ago. In spite of this 
longstanding knowledge SES are not yet widely exploited for materials engineering of carbon 
based materials, probably due to a lack of instrumentation that is suitable to collect SES from 
beam sensitive materials and also has the capability to visualise, local variation based on SES 
shape. Thanks to rapid advances in low voltage SEM that offer energy selective imaging, it was 
recently demonstrated that differences in SES for different carbon based materials can be used 
to map chemical variations with sub-nanometer resolution [2] when only SE 8 < eV were 
selected to form the SEM images. Such high resolution is not surprising as the implementation 
of energy filtering in SEMs to improve image resolutions was previously advocated [3]. To 
fully exploit energy selective imaging for materials engineering the nature of the features in the 
SES must be determined. 
Here we report a number of SES collected under standard SEM vacuum conditions at low 
primary beam energies (200eV-1keV) of materials with varying degree of sp2 hybridisation, 
namely PCBM70 (a fullerene derivative) and P3HT a semiconducting, semi-crystalline 
polymer. Fig.1a shows on the example of PCBM70 that the peak position of spectral features is 
reproducible and not solely a reflection of surface contamination. Multiple peaks are present in 
the SES, showing some similarity to SES in graphite [1, 4] where a 3 eV peak is reported to be 
linked to molecular orientation.  Fig. 1b show SES of P3HT, which was spin cast from a 
chlorobenzene solution on to silicon substrates. SES collected at 200eV is relatively featureless 
while increasing the energy to 700 eV leads to a substantial additional peaks at 3eV and a 
smaller peak at 5eV. However, it leads to some charging as evident by the shift of the SES.  
When this shift is corrected (Fig 1d) peaks are found in the 1keV SES at the same energies. The 
SES collected with a 350eV primary beam does not have such clear peaks but some broad 
region of increased SE emission at 2.5-3.5eV and around 5 eV. Based on this we assume that 
the extra features are linked to inner shell excitations of carbon atoms. It is known that the 
processing of P3HT films effects the predominate molecular orientation. Therefore, Fig 1c 
contains spectra from P3HT films that were processed differently. Using chlorobenzene (CB) as 
solvent films cast on silicon are reported to result in mainly face on orientation which can be 
changed to edge on orientation by annealing [5]. Films cast from solution of Dichlorobenzene 
(DB) are reported to result mainly in edge on orientation [6]. Based on this we speculate that the 
strong peak at 3eV indicates the presence of face on P3HT as it is absent in SES the annealed 
CB film, or when cast from DBC. Therefore, images of annealed P3HT without (Fig 2a) and 
with energy selection SE (Fig 2b) are presented, only the latter revealing local misorientation 
based on the above discussion. Thus we suggest that SES in combination with energy selective 
imaging as a useful tool for optimising OPV active layer processing. 
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Figure 1 (a) SES of PCBM (1kV); (b) SES of P3HT using different acceleration voltages; (c) 
SES of P3HT with suspected different molecular orientations collected at 700V; (d) as (b) 
shifted to match onset. 

 

Figure 2 SEM images of P3HT cast from CB and annealed: (a) standard SEM; (b) Energy 
selective SEM. Bright features are could indicate remanent face-on orientation (see arrows). 
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We describe the advantages and disadvantages of three optical configurations for undertaking 
electron ptychography. Ptychography is now a very well established technique in X-ray 
imaging [1], but adoption at electron wavelengths has been slow due to various experimental 
difficulties. The method relies on processing a series of 2D diffraction patterns collected in 
transmission from a set of 2D illumination positions. Each illumination area must overlap 
significantly with adjacent areas, so that the same information about the object is encoded in a 
number of diffraction patterns. This diversity allows fast and effective recovery of the phase 
and amplitude of the transmission function of the specimen, and also the illumination 
function, which may be highly-aberrated. The two key advantages of the technique are that 
the resolution of the reconstruction can be many times better than that of lens employed to 
create the illumination, and that the phase of the transmitted wave can be very strong (many 
phase wraps) unlike, say, the bright field image that relies on the weak phase approximation. 

An important application is the ability to convert an ordinary SEM, with a modest resolution 
and stability envelope (say giving a resolution of 1.2nm), into a high-performance TEM 
simply by mounting a 2D detector below a transmission specimen (Figure 1a). Our latest 
results, refined by removing partial coherence effects, suggest that 0.14nm resolution can be 
achieved (Figure 1b), even at only 30keV (data from [2]). However, this configuration has 
limitations associated with the maximum field of view achievable: ironically, it can only work 
at high resolution because of the limited distance from specimen to detector, and the related 
sampling condition that arises. An entirely new form of electron ptychography very recently 
reported (see Figure 2a), which relies on moving an image across a selected area aperture in 
TEM, can obtain very good phase sensitivity over very large fields of view, and should in 
theory compete with all forms of electron holography [3]. A weak-phase approximation 
method for ptychography [4] has recently been re-implemented [5], but this has the 
disadvantage of requiring a very fast detector and the accummulation of tens of Gigabytes of 
data for each image reconstruction. 

The question is: what is the best way of implementing electron ptychography? Competing 
parameters include the requisite degree of spatial coherence for a particular experimental set 
up, minimisation of electron dose, detector characteristics and the constraints of the electron 
optics employed. Our long-term objective is to implement electron ptycho-tomography at 
atomic resolution – plotting the coordinates of, say, 105 atoms within an entirely amorphous 
material. The key benefit of ptychography in this context is the sensitivity and linearity of the 
phase signal (proportional to the integrated atomic potential along the line of sight). An SEM-
based system with a long working-length objective that allows for in-situ FIB would be 
desirable, although this is not ideal optics for ptychography per se. 
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Figure 1 SEM configuration – note atomic columns visible in gold particles on amorphous 

carbon - the beam is scanned as diffraction patterns are recorded. 
 
 

 
Figure 2 Selected area diffraction ptychography (SAP) can reconstruct very strong phase. The 

specimen is moved latterally as diffraction patterns are recorded. 
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Improved correctors enable nowadays usable apertures up to 70mrad resulting in a resolution limit of 
16  which is about six times smaller than that of uncorrected electron lenses [1]. This possibility has 
significantly improved quantitative structural analysis in both TEM and STEM to sub-Å resolution 
and single picometer precision in materials science where many materials can tolerate very high 
electron doses. Compared to STEM, TEM phase contrast imaging is overwhelmingly preferred by the 
biological community because it provides an efficient means of imaging weak phase objects at doses 
at or below 10e/Å². Resolution for biological materials is limited by the achievable signal-to-noise 
ratio (SNR) before the target structure is damaged or destroyed.. In order achieve maximum specimen 
resolution in the image of such objects as many scattered electrons as possible must be utilized for the 
image formation. The STEM operates usually in the dark-field mode with a detector collecting a 
distinct fraction of the electrons which are scattered out of the cone illumination cone. However, this 
fraction decreases with increasing resolution because the cone angle also increases. Therefore, 
methods are required which enable the use of the elastically scattered electrons within the cone of the 
non-scattered electrons beneath the object. Large aperture angles enable effective optical sectioning by 
means of “holographic” phase-contrast imaging in STEM which produces almost ideal linear phase-
contrast images over a wide range of spatial frequencies with very high efficiency and could 
potentially be used to image soft matter and beam-sensitive samples. This imaging mode requires a 
high-speed segmented or pixilated bright-field detector and a Fresnel phase plate which can be formed 
with a sufficient degree of accuracy (a) by adjusting appropriately the coefficients of the 
correctable spherical aberrations and the defocus  of the objective lens [2] or (b) by a 
patterned SiN membrane together with 1 [3], as shown schematically in Fig. 1. 

 
 

Figure 1 Fresnel phase plate yielding conical regions of constructive and destructive interference of 
the scattered wave with the non-scattered wave behind the object 
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In order to obtain highest efficiency the areas of the odd Fresnel zones must coincide with those of the 
even zones.  By subtracting the signals of the detector segments covering the region of destructive 
interference of the scattered wave with the non-scattered wave from the signal recorded by the annular 
segments covering the regions of constructive interference, we obtain an efficient linear phase contrast 
image which represents a holographic image because the terms of the intensity which depend 
quadratic on the scattering amplitude cancel out. We demonstrate this behavior by the experimental 
results shown in Fig. 2 which simultaneously image the atomic-scale structure of weakly-scattering 
amorphous carbon and strongly-scattering gold nanoparticles. The image shows strong linear phase 
contrast for both materials, making the method a promising candidate for structural determination of 
soft matter and heterogeneous soft/hard matter samples even at low electron doses. The method is 
comparable to traditional phase contrast transmission electron microscopy and has the advantage to 
transfer the high and the low spatial frequencies, thus avoiding the low-spatial-frequency gap which 
poses a severe shortcoming of the TEM for imaging large details of biological objects with sufficient 
contrast. 
 

 
 
Figure 2 MIDI-STEM experiment of a heterogeneous sample. Images of gold NPs on a thin carbon 
support (left) using the pixelated bright-field detector and (right) the annular dark-field (ADF) 
detector. 
 
The ADF image shows strong contrast for the gold nano-particles. The atomic planes are visible with 
the (111) plane spacing. The carbon support is very faintly visible in the ADF image, and though it can 
be distinguished from vacuum, but no structural information can be obtained. The phase-contrast 
image shown in Fig. 2 (left) also shows good contrast with a similar SNR for the atomic planes as the 
ADF image in Fig. 2 (right).However, contrary to the ADF image, the phase-contrast STEM image 
shows very strong contrast for the carbon support, especially at the vacuum edge. 
Only atoms which are located within the depth of view  are imaged with maximum 
resolution and contrast, where  denotes the angle of the illumination cone. Since the image is 
entirely formed by the interference of the scattered wave with the non-scattered wave the image 
contrast of atoms not located within the depth of view is strongly suppressed. Owing to this behavior, 
holographic STEM imaging enables optical sectioning. Image simulations demonstrate that the 
method can be also be employed for thin crystalline objects. 
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AND ORIENTATION ON OPTICAL TRAPPING 
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Noble metal nanoparticles (NPs) have attracted increased attention in recent years due to 
various applications of resonant collective oscillations of free electrons excited with light 
(plasmon resonance). In contrast to bulk metal materials, where this plasmon resonance 
frequency depends only on the free electron number density, the optical response  of gold and 
silver NPs  can be tuned over the visible and near-infrared spectral region by the size and 
shape of the NP. Precise and remote placement and orientation of NPs inside cells or tissue 
would provide another degree of control for these applications. A single focused laser beam –   
optical tweezers – represents the most frequently used arrangement which provides three-
dimensional (3D) contact-less manipulation with dielectric objects or living cells ranging in 
size from tens of nanometers to tens of micrometers.  It was believed that larger metal NPs 
behave as tiny mirrors that are pushed by the light beam radiative force along the direction of 
beam propagation, without a chance to be confined. However, recently several groups have 
reported successful optical trapping of gold and silver particles as large as 250 nm [1]. We 
offer an explanation based on the fact that metal nanoparticles naturally occur in various non-
spherical shapes, see figure 1,  and their optical properties differ significantly due to changes 
in localized plasmon excitation.  

 
Figure 1 Gold NPs (diameter 100 nm British Biocell) observed by scanning electron 
microscope (FEI Magellan 400). Right-hand column shows detailed images of various 
particle shapes: decahedron, icosahedron, triangular and hexagonal prisms. 
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Figure 2 Stability of a decahedron and triangular prism NP (aspect ratios 0.15 and 0.5) of 
various sizes illuminated by a focused beam. Sizes of NPs are defined by the volume of a 
sphere with corresponding diameter. The first row shows the initial orientation of the studied 
objects (  = 0) and the direction of rotation. The second row shows the optical torque in the 
direction of axis of rotation. (a) Decahedron is stably oriented in parallel with the polarization 
direction (see the inset). (b) and (c) Smaller triangular prisms are oriented with their base in 
parallel with the field polarization while base of the larger ones are oriented perpendicularly.  

We demonstrate experimentally and support theoretically three-dimensional confinement of 
large gold nanoparticles in an optical trap based both on very low and high numerical aperture 
optics. The key feature enabling stable optical trapping of larger gold NPs of certain shapes is 
their orientation with respect to the trapping beam polarization. Our calculations showed, that 
especially flat NPs tend to orient perpendicularly to the polarization of trapping beam, see 
figure 2. This decreases light scattering by such objects as well as the force of radiation 
pressure and allows stable particle trapping.  Further, we demonstrated theoretically that 
unique properties of gold NPs allow an increase of trapping force by an order of magnitude at 
certain aspect ratios.  

These results pave the way to spatial manipulation of plasmonic nanoparticles using an optical 
fiber, with interesting applications in biology and medicine. 

This work was supported by the Grant Agency of the Czech Republic (project GB14-36681G) 
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Many microorganisms (e.g., bacteria, yeast, and algae) are known to form a multi-layered 
structure composed of cells and extracellular matrix on various types of surfaces. Such a 
formation is known as the biofilm. Special attention is now paid to bacterial biofilms that are 
formed on the surface of medical implants, surgical fixations, and artificial tissue/vascular 
replacements. Cells contained within such a biofilm are well protected against antibiotics and 
phagocytosis and, thus, effectively resist antimicrobial attack.  

A method for in vitro identification of individual bacterial cells as well as yeast colonies is 
presented. Figure 1 shows an an example of the biofilm formed by Staphylococcus 
epidermidis bacteria and  Candida parapsilosis yeasts known for forming biofilms. The 
presented method is based on analysis of spectral “Raman fingerprints” obtained from the 
single cell or whole colony, see figure 2(top). Here, Raman spectra might be taken from the 
biofilm-forming cells without the influence of an extracellular matrix or directly form the 
bacterial/yeast colony.  

 
Figure 1 Scanning electron microscopy (SEM) images of Staphylococcus epidermidis 
colonies (left) and Candida parapsilosis yeasts (right) grown on a glass substrate. Biofilm 
(extracellular matrix or slime) formation is clearly visible throughout the sample filling the 
space between grape-like clusters of Staphylococcus cells.  Individual cells and biofilm 
(extracellular matrix or slime) are denoted by arrows.   

The obtained fingerprints are then transformed using singular value decomposition which 
serves as a foundation for the Principal Component Analysis (PCA). PCA provides an 
approximation of a data matrix Y in terms of the product of two smaller matrices R and L' 
which capture the essential data patterns of Y. The columns of R (named scores) give a picture 



Recent Trends 2016 67

of the dominant object patterns of Y and, analogously, the rows of L' (loadings) show the 
complementary variable patterns. In the case of an spectroscopic data matrix the object will be 
samples measured and the variables the Raman shift or wavenumber. Figure 2(bottom) show 
the PCA scores plot relating the first two columns of R that describe majority of the spectral 
fingerprints variance. One can here clearly see the separation of scores into biofilm-positive 
and biofilm-negative groups. Therefore, results of principal component analyses of Raman 
spectra enabled us to distinguish between the two strains of Staphylococcus epidermidis or 
between two types of Candida parapsilosis yeasts. Thus, we propose that Raman 
spectroscopy can become the technique of choice for a clearer understanding of the processes 
involved in bacterial biofilms which constitute a highly privileged way of life for bacteria or 
yeasts, protected from the external environment [1,2].  

 

 
Figure 2 (top) Typical Raman spectra of S. epidermidis cells (biofilm-forming S. epidermidis 
CCM 7221).  (bottom) Scores or values of the first two principal components PC1 and 
PC2 obtained from Raman spectra. (bottom-left) Scores plot for biofilm positive and biofilm 
negative S. epidermidis.  (bottom-right)  Scores plot for four Candida parapsilosis strains, 
biofilm positive BC 11, BC 16,  and biofilm negative BC 45 and BC 90. 
 
This work was supported by the Grant Agency of the Czech Republic (projects GA15-
20645S, GA16-12477S) and by Ministry of Education Youth and Sports Czech Republic 
(project LO1212). 
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Single trapped ions trapped in Paul traps correspond to ideal candidates for realization of 
extremely accurate optical atomic clocks and practical studies of the light–atom interactions 
and nonlinear mechanical dynamics. These systems benefit from both, the superb isolation of 
the ion from surrounding environment and excellent control of its external and internal 
degrees of freedom, at the same time, which makes them exquisite platforms for experimental 
studies and applications of light matter interaction at its most fundamental level. The 
exceptional degree of control of single or few ion's state enabled in past decade number of 
major advancements in the applications from the fields of experimental quantum information 
processing and frequency metrology, including recent realization of scalable Shor's 
algorithm[1], fractional uncertainties of the frequency measurements close to 10-18 level[2], or 
simulations of complex quantum many-body effects[3]. These results, together with the rapid 
advancements in the production of low-noise segmented micro-traps, promise prompt access 
to long-desired regimes of quantum optomechanics and further development and applications 
of optical atomic clocks.  

Figure 1 The view of the ion trapping and cooling apparatus in laboratories of Institute of 
Scientific Instruments AS CR in Brno. 
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We report on our recent experimental progress in the realization of single-ion trapping 
apparatus with the focus on metrology and quantum optomechanical experiments at Institute 
of Scientific Instruments in Brno together with Department of Optics at Palacky University in 
Olomouc, see in Figure 1. We present our experiments and infrastructure for trapping and 
laser-cooling of single 40Ca+ ions including the realization of the Paul trap and its driving 
electronics, vacuum generation, laser locking and light detection schemes. Furthermore, we 
discuss two of our currently pursued efforts, detection of the nonclassical light from large 
number of single ion - single photon emitters[4] and scheme for the stabilization of frequency 
comb parameters using the dark-resonance-spectroscopy on ion's dipole transitions[5].    

Figure 2 The snapshot of 40Ca ions in the ion Coulomb crystal taken with a camera. 

The research is supported by Grant Agency of the Czech Republic (project GB14-36681G), 
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The idea of using a ring-cathode source for focused electron/ion beam applications where they 
have several orders of magnitude greater emission area in comparison to a conventional field 
emission source (ring diameters in the micron range) was first proposed by Khursheed [1]. By 
using direct ray trace simulations, Khursheed predicted that the final probe size can be in the 
tens-of-nanometer range using first order and second order off-axis geometric aberration 
correction methods. With this aim in mind, tubular graphene is an ideal choice for a ring emitter 
as it can be produced to have a large tube diameter (typically in the micron range) while the edge 
thickness of the tube can be as small as a few nanometers.  

In this study, initial experimental results from a graphene ring-cathode field emitter are reported, 
the first of its kind, which consists of a graphene tube grown in-situ on a sharp nickel wire tip 
(Fig. 1a). The diameter of these emitters is around 5-10 μm and the edge of the ring is 
approximately 4 nm in thickness (Fig. 1b). The method of producing these emitters is scalable 
which makes if easy to integrate it with other micromachining processes. As the graphene tube is 
grown directly on the wire tip, there is no need for any delicate transfer process, as was 
previously the case for large diameter thin tubular graphene and single strand CNT emitters. 
Therefore problems of alignment to the electron optical axis are eliminated.  

 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 (a) SEM images of a concentric Ni pillar formed on top of a Ni wire tip (b) SEM image 
of concentric graphene ring-cathode field emitter; inset at high magnification. 
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A high field emission current of about 30 μA was obtained in a vacuum level of ~ 5×10-7 Torr 
upon application of an electric field of ~1.75 V/μm (Figure 2a). This emission current is three 
orders of magnitude better than that reported on LaB6 nanowire cold field emitter nanowires 
(~32 nA) [2] and a few times better than previous studies on single tip CNT emitters (< 12 μA) 
[3-5]. The current stability over time of the graphene ring-cathode field emitter is shown in 
Figure 2b [6]. 

 
 
 
 
 
 
 
  
 
 
 
 
 
 
Figure 2 Field emission characteristics of the concentric graphene ring-cathode field emitter. (a) 
I-V curve. (b) Current stability (I-t curve) of the concentric ring–cathode graphene field emitter. 
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Microfocus X-ray tubes are means to obtain unique information on micro- and macrostructure 
of studied materials. Microfocus tubes allow acquiring high quality shadow images, including 
enlarged ones, of objects under the low radiation dose in contrast to macrofocus ones. Quality 
and volume of retrieved information are determined by focus sizes (X-ray radiation area on 
the anode) and radiation power. These two requirements are contradictory. Decrease of the 
focal spot sizes requires decrease of power since there is meltdown, evaporation and damage 
of the anode material (anticathode) due to high local heating. Standard power restriction of 
the fine-focused through-target source under focus diameter 100 m on the plane anode is 
specified by the top power limit about 10 W. 

One of the methods to increase power of X-rays without increase of the effective zone 
consists in formation of a narrow conical channel which walls become sources of X-rays 
under bombardment by high energetic electrons in the thick W anode (Fig. 1) [1]. 

 
Figure 1 Generation of X-rays in the conical channel of a thick anode: 1- an accelerated 
electron, 2 – an anode, 3 – X-rays, 4 – an effective area of the X-ray quantum output. 

In this case emission area and consequently radiation power are significantly higher in 
comparison with standard plane channels, but effective area of the quantum emission 
(departure) is determined only by area of the channel base (a smaller base of the truncated 
cone) and it could be indefinitely small. This is related to the fact that X-ray spreading not in 
direction of the cone base is absorbed by the thick anode walls. Realization of such design 
allows dissipating power along the whole channel lateral surface and decreasing heat load to 
the target. 

However, in such circuit due to reflection of electrons from channel walls, major part of the 
electron flow will be concentrated and absorbed in the area of the output (smaller) channel 
base. And basic heat loads to the anode will be also concentrated here. Absorption of 
electrons by conical channel walls becomes steadier in the case of electron “landing” on the 
lateral surface of the cone only close to input to the channel. In this case electron flow should 
be hollow. Fig. 2 represents an electron-optical scheme of the microfocus X-ray tube 
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providing focusing of the electron flow emitted by a hollow cylindrical cathode to input of the 
conical channel. Simulation of the tube has been carried out by the copyrighted application 
software "FOCUS" [2]. Calculated power of the tube is about 100 W. 

 

 

 

Figure 2 Microfocus X-ray tube of high power: (a) an electron-optical circuit, (b) input of 
electron flow 1 into the conical channel executed in the anode 2. Here 3 – a focusing 
electrode, 4 – a Wehnelt electrode, 5 – a hot cathode. 

The research was performed by the grant of Russian Science Foundation (the project number 
15-19-00132). 
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Optical fibre is a fascinating system that enables fast transport of huge amounts of 
information over large distances. However, so far this information has been almost always 
encoded into the temporal part of light propagating in the fibre by means of its amplitude or 
phase modulation, and the richness of the spatial degrees of freedom was mostly left unused. 
This was due to the rapid mixing of this spatial information during the propagation through 
multimode fibres: multiple chaotic-like reflections inside the fibre make it almost impossible 
to tell what was the light pattern at one end of the fibre when we have access to the other end 
only, see Fig. 1. This was also the reason why no single-fibre endoscope has been built; to 
transfer a spatial light information, many thousands of fibres have to be used as it is common 
in standard endoscopes. 

Figure 1 The light pattern at the output of a multimode optical fibre with step refractive index 
for different fibre lengths (shown under the images) if there is a smiley pattern at the input. 
The fibre has radius 12 m and numerical aperture 0.1, the wavelength of light is 532 nm. The 
pattern gets “mixed” quickly such that it seems to be impossible to infer the input image from 
the actual pattern. 

 On the other hand, light propagation in an optical fibre can be described very 
accurately by Maxwell's equations, which should in principle allow to infer the input light 
pattern from the output one. This can be done by employing the propagation invariant modes 
(PIMs, see Fig. 2) that do not change upon propagation but only gain phase. The problem is 
that the phases obtained by different PIMs differ by thousands of radians for fibres just a few 
decimeters long, and depend strongly on fibre parameters such as radius, numerical aperture 
etc. that need to be determined with an extremely high accuracy. Since it is very difficult to 
measure there parameters with the required precision directly, in is necessary to measure first 
the fibre transformation matrix using methods of digital holography realized by a spatial light 
modulator [1]. Once the transformation matrix of the fibre is known, one can use it for 
performing imaging by the fibre, i.e., for creating a single fibre endoscope, as well as for 
precise determining the fibre parameters. With the knowledge of these, one can relatively 
easily re-calculate the transformation matrix theoretically for different geometric shapes of the 
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fibre (when it is deformed) and still perform imaging, without the necessity of measuring the 
matrix again.  

Figure 2 Propagation invariant modes of light in the fibre as in Fig. 1. The mode index l 
expresses the orbital angular momentum (topological charge) and the index p is related to the 
number of radial nodes. Light intensity and phase is expressed by colour brightness and hue, 
respectively. 

 We have realized the above described procedure in the laboratory of Dr. Tomáš 
ižmár at University of Dundee [2]. It was demonstrated that our theory matches the 

experiment very well for commercial fibres. We were also able to identify the spin-orbit 
interaction and influence of fine aberrations of the refractive index from the ideal step 
function. This way we paved the way to completely new single-fibre endoscopes that could 
image microscopic objects such as neurons or other cells hidden deeply in the tissue, see Fig. 
3. This could lead to new minimally invasive methods of exploring brain and other tissues and 
enable investigating e.g. causes of diseases such as Alzheimer's.  

 

 

 

 

 

 

Figure 3 A microscopic endoscope inserted through an injection needle into the brain can be 
used to observe neurons in vivo. 
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We report on the manipulation of slow electrons (1…100 eV) in free space using microwave 
fields applied on micro-structured copper chips. The working principle of the structures is the 
same as for the two-dimensional Paul trap, i.e. a microwave potential applied to electrodes 
causes an oscillating electric field by which the electrons can be guided [1]. In order to 
achieve stable confinement of the electrons in a guide with our parameters, the oscillating 
drive frequency needs to lie in the gigahertz range. The resulting tight transverse confinement 
is described by a microwave pseudopotential and enables the precise control of the transverse 
motion of guided electrons. 

By generating these fields with a planar microwave chip, an entirely new electron toolkit 
arises that enables guiding and steering of electrons. Furthermore, the chip-based 
implementation is ideally suited for the realization of an electron resonator and beam splitter. 

As a key feature, this chip-based technology provides a tight transverse guiding potential and 
hence high transverse oscillation frequencies, which set the timescale of the transverse 
electron motion in the guide. In contrast to experiments employing conventional electron 
optics, which rely on static electromagnetic fields, the transverse confinement naturally 
provides discretized motional quantum states that govern the electron motion if its transverse 
energy is small. The goal is to employ these quantum states to demonstrate the principle of an 
“interaction-free measurement” [2, 3] with free electrons, which would pave the way for the 
development of the Quantum Electron Microscope (QEM). [4, 5] 

Specifically, we discuss the design and experimental results of a planar quadrupole guide. 
Electrons with kinetic energies up to 10 eV are guided along a curved electrode geometry. 
The stability of electron guiding as a function of drive parameters and electron energy has 
been studied and a comparison with numerical particle tracking simulations yields good 
qualitative agreement. [6, 7] 

Next, we detail the design and experimental demonstration of an electron beam splitter that is 
based on a planar microwave chip. By means of a transverse guiding potential that gradually 
transforms from a single well into a double well along the chip electrodes, we observe 
efficient beam splitting for electron kinetic energies up to 3 eV. We perform wave-optical 
simulations to optimize the guiding potential and to yield a smooth beam splitting without 
inducing an excited electron motion as adverse effect of the splitting process. In future 
experiments, this optimized guiding potential will provide two coherent electron beams 
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capable of generating interference fringes in a chip-based guided matter-wave interferometer 
[8]. 

Since theory and simulation promised better confinement than the former one-layer 
microwave chips, electron guides consisting of two electrode chips were designed and 
experimentally tested, in order to guide electron with higher kinetic energies. Guiding and 
splitting for electrons up to 200 eV is shown. 

Lastly, mirror electrodes were added to a double-chip quadrupole in order to construct an 
electron resonator. By applying a periodic voltage onto the mirror electrodes and adjusting the 
time delay between them, the transmission of the resonator and the number of roundtrips of 
the electrons inside the resonator should be controlled for a given electron energy. Because 
one can control the time when an electron enters and leaves the guide by adjusting the voltage 
on the mirror electrodes, we call this a “barn door” resonator approach [5]. Preliminary results 
are presented. 

We expect that, it should be ultimately possible to directly inject electrons into low-lying 
motional quantum states of the guide by mode-matching injected electron wave packets to the 
quantum ground state wave function of the transverse guiding potential. As prerequisites this 
necessitates a guiding potential that provides electrons a smooth passage into the guide and, 
additionally, a suitable electron gun with a well-collimated, diffraction-limited electron beam. 
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